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1 Introduction 

1.1 Purpose 

This ATBD describes the methods implemented in the Sentinel-1 Extended Timing Annotation Processor 
(SETAP) to generate the Extended Timing Annotation Dataset (ETAD) product for correcting the range 
and azimuth timings of Sentinel-1 images. The ETAD product description for distributing the corrections 
is given in [A4]. Accordingly, this document provides the details on the algorithms for computing: 

• the correction grid preparation and its associated computations, 

• the tropospheric path delay (range), 

• the ionospheric path delay (range), 

• the solid Earth tides deformations (range & azimuth), 

• and the S-1 system corrections due to SAR processor effects (range & azimuth). 

The computed corrections apply to the annotated range and azimuth timings of Sentinel-1 level 1 slant-
range, single-look complex (SLC) images [I1]. Therefore, the conventions and calculations for projecting 
the corrections into slant-range and azimuth and the conversion into units of time (if needed) are also 
part of this ATBD.  

1.2 Scope 

This algorithm technical baseline document (ETAD-DLR-DD-0008) is applicable to the S1-ETAD Project 
[A1], ESA Contract No. 4000126567/19/I-BG [A2]. It satisfies the ATBD delivery of the project. 

The document provides expert users with the information on the calculations performed by the SETAP to 
generate the ETAD auxiliary product. It also serves the general verification of the ETAD product by 
documenting the algorithm backgrounds and may be used as baseline for future improvements in the 
methodology of the SETAP. 
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2 Applicable and reference documents 

2.1 Applicable document 

The following documents are fully applicable for this document. 

 Document ID Document Title Issue 

[A1] 
ESA-EOPG-
EOPGM-SOW-1 

Sentinel-1 Auxiliary product for precise atmospheric and geodetic correction: 
Statement of Work 

1.0 
18.06.2018 

[A2] 
ESA Contract No. 
4000126567/19/I-
BG 

Sentinel-1 Auxiliary product for precise atmospheric and geodetic correction 25.02.2019 

[A3] 
ETAD-DLR-DD-
0004 

S-1 ETAD Input/Output Description Document 
2.4 

08.02.2023 

[A4] 
ETAD-DLR-PS-
0002 

S-1 ETAD Product Definition Document 
2.4 
06.03.2023 

[A5] 
ESA-EOPG-
CSCOP-TN-80 

Sentinel-1 ETAD Atmospheric Auxiliary Product Specification 
1.12  
19.01.2021 

[A6] 
ETAD-DLR-DD-
0007 

S-1 ETAD Architecture Design Document 
2.1 
15.11.2019 

[A7] 
ETAD-DLR-DD-
0009 

S-1 ETAD Processor Configuration Description Document 
1.6 
03.02.2023 

2.2 Normative references 

The following standards have been used for preparing the plan on hand (e.g. ECSS). 

 Document ID Document Title Issue 

[N1] ECSS-E-ST-40C Space engineering – Software - as tailored in [A1] 06.03.2009 

2.3 Informative references 

The following documents are referenced in the present document. 

 Document ID Document Title Issue 

[I1]  S1-RS-MDA-52-
7441 

Sentinel-1 Product Specification 3.12 
19.09.2022 

[I2]  GMES-GSEG-
EOPG-FS-10-
0075 

Sentinels POD Service File Format Specifications 1.22 
18.01.2018 

[I3]   Peter H., Jäggi A., Fernández J., Escobar E., Ayuga F., Arnold D., Wermuth M., 
Hackel S., Otten M., Simons W. Visser P. Hugentobler U., Féménias P. (2017), 
Sentinel-1A – First precise orbit determination results,in: Advances in Space 
Research, vol. 60, iss. 5, pp. 879-892.  
DOI: http://dx.doi.org/10.1016/j.asr.2017.05.034 

 

[I4]  NIMA TR8350.2 Department of Defense (2000), World Geodetic System 1984, National Imagery 
and Mapping Agency Technical Report, Third Edition 

 

[I5]   V. Nafisi, L. Urquhart, M.C. Santos, F.G. Nievinski, J. Böhm, D.D. Wijaya, H. 
Schuh, A.A. Ardalan, T. Hobiger, R. Ichikawa, F. Zus, J. Wickert, P. Gegout 
(2012), Comparison of Ray-Tracing Packagages for Troposphere Delays, in: IEEE 
TGRS, vol. 50, no. 2. DOI: 10.1109/TGRS.2011.2160952 

 

[I6]   A. Hofmeister (2016), Determination of path delays in the atmosphere for 
geodetic VLBI by means of ray-tracing, PhD Thesis, Technical University of 
Vienna. 
Online: http://katalog.ub.tuwien.ac.at/AC13248753 

 

[I7]   ECMWF (2019): Operational Data Produced Daily at the ECMWF, in: ECMW 
User Documentation. Online: 
https://confluence.ecmwf.int/display/UDOC/MARS+content 
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[I8]   ECMWF (2019): L137 model level definitions, in: ECMWF Forecasts, 

Documentation and Support. Online: 

https://www.ecmwf.int/en/forecasts/documentation-and-support/137-model-
levels 

 

[I9]   X. Cong, SAR Interferometry for Volcano Monitoring: 3D-PSI Analysis and 
Mitigation of Atmospheric Refractivity, PhD Thesis, Technical University of 
Munich, 2014. 

 

[I10]   X. Cong, U. Balss, F. Rodriguez Gonzales and M. Eineder, Mitigation of 
Tropospheric Delay in SAR and InSAR Using NWP Data: Its Validation and 
Application Examples, Remote Sens. 2018, no. 10, 1515. 

 

[I11]   J.M. Wallace, P.V. Hobbs (2006), Atmospheric Science: An Introductory Survey, 
Elsevier Inc.: New York, NY, USA, pp. 65-66. 

 

[I12]   E.K. Smith, S. Weintraubt (1953), The constants in the equation for atmospheric 
refractive index at radio frequencies, in: Proceedings of the IRE, vol. 41, pp. 
1035-1037 

 

[I13]   B. Hofmann-Wellenhof, H. Lichtenegger, E. Wasle (2008), GNSS Global 
Navigation Satellite Systems, Springer-Verlag Wien. 

 

[I14]   S. Schaer (1999), Mapping and Predicting the Earth’s Ionosphere Using the 
Global Positining System, in: Geodätisch-geophysikalische Arbeiten in der 
Schweiz, vol. 59. 

 

[I15]   G. Petit G., B. Luzum B. (2010), IERS Conventions (2010), IERS Technical Note 
No. 36, Verlag des Bundesamtes für Kartographie und Geodäsie, Frankfurt am 
Main, 2010. Online: 
https://www.iers.org/IERS/EN/Publications/TechnicalNotes/TechnicalNotes.html 

 

[I16]   P. M. Mathews, B. A. Buffet, I. I. Shapiro (1995), Love numbers for a rotating 
spheroidal Earth: New definitions and numerical values, Geophysical Research 
Letters, vol. 22, no. 5. Doi: 10.1029/95GL00161. 

 

[I17]  DLR-FRM4SAR-
TN-200 

Survey Protocol for Geometric SAR Sensor Analysis 
1.4 
26.04.2018 

[I18]  

 

C. Gisinger, A. Schubert, H. Breit, M. Garthwaite, U. Balss, M. Willberg, D. 
Small, M. 

Eineder, N. Miranda, (2019), ”In-Depth Verification of Sentinel-1 and TerraSAR-
X Geolocation Accuracy using the Australian Corner Reflector Array”, in IEEE 
Trans. On Geosci. and Remote Sens., in press 

 

[I19]  COPE-GSEG-
EOPG-TN-14-
0024 

N. Miranda (2015), TOPS Sentinel-1 SLC deramping function for products 
generated by the S-1 IPF, Sentinel-1 Technical Note 

1.2 
20.03.2014 

[I20]   NASA Jet Propulstion Laboratory, Navigation and Ancillary Information Facility 
(NAIF): The SPICE Toolkit. Online: https://naif.jpl.nasa.gov/naif/toolkit.html 

N0066 
10.04.2017 

[I21]   C. Gisinger, S. Suchandt, H. Breit, U. Balss, M. Lachaise, T. Fritz, M. Eineder, M. 
Miranda (2019), Towards Operational SAR Imaging Geodesy: An Extend Time 
Annotation Dataset for Sentinel-1 Image Products. VH-Roda and CEOS SAR 
Workshop 2019. ESA ESRIN Frascati, Italy, 18-22 Nov. 2019. 

 

[I22]  SEN-TN-52-7445 
DI-MPC-IPFDPM 

MPC-0307 

Sentinel-1 Level 1 Detailed Algorithm Definition 2.4 
01.07.2022 
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3 Terms, definitions and abbreviations 

3.1 Terms and Definitions 

Term Definition 

ETAD Timing corrections to be applied to standard SAR product timings 

SETAP Software processor to generate the ETAD product 

  

3.2 Abbreviations 

Abbreviation  Meaning 

ADD Architecture Design Document 

API Application Programming Interface 

ATBD Algorithm Technical Baseline Document 

CODE Center for Orbit Determination in Europe 

DEM Digital Elevation Model 

ECEF Earth Centered, Earth Fixed 

ECMWF European Centre for Medium-Range Weather Forecasts 

EGM Earth Gravitational Model 

EW Extended Wide Swath (S1 acquisition mode) 

FM Frequency Modulation 

GNSS Global Navigation Satellite System 

IERS International Earth Rotation and Reference Systems Service 

IGS International GNSS Service 

IPF Instrument Processing Facility (S-1 SAR processor) 

JPL Jet Propulsion Laboratory 

LOS Line-Of-Sight 

LVLH Local Vertical, Local Horizontal 

ML Model Level 

MSL Mean Sea Level 

NWM Numerical Weather Model 

NWP Numerical Weather Prediction 

IODD Input Output Description Document 

IPF Instrument Processing Facility (S-1 SAR processor) 

IW Interferometric Wide Swath (S-1 acquisition mode) 

PDD Product Definition Document 

S-1 Sentinel-1 

S1-ETAD Extended Time Annotation Dataset for Sentinel-1 

SAR Synthetic Aperture Radar 

SET Solid Earth Tides 

SETAP Sentinel-1 Extended Timing Annotation Processor 

SGP SAR Geodesy Processor 

SLC Slant Range, Single-Look Complex 

SM Stripmap (SAR mode) 

SPD Slant Path Delay 

TEC Total Electron Content 

TOPS Terrain Observation with Progressive Scans 

UTC Coordinated Universal Time 

WGS-84 World Geodetic System  1984 
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3.3 List of Symbols 

The subsequent table contains the list of symbols as used in this document. 

 

Symbol Description 

𝛼 Scaling factor of vTEC due to Sentinel-1 orbit altitude 

𝑎 ECMWF model level coefficient 

𝑎0,1,2 Annotated coefficients of the Doppler centroid polynomials 

𝛽̅ six-vector of Doodson’s fundamental arguments 

𝑏 ECMWF model level coefficient 

𝑏0,1,2 Annotated coefficients of the azimuth FM-rate polynomials 

𝑐 Speed of light in vacuum 

𝑑 Look direction of the sensor (1=right; -1=left) 

𝑒𝑔𝑠 Unit vector grid point to satellite LOS 

𝐶𝐸𝐶𝐸𝐹→𝑊𝐺𝑆(∙), Conversion of geocentric position vector to WGS geodetic latitude, longitude and 
height 

𝐶𝐿𝑉𝐿𝐻→𝐸𝐶𝐸𝐹(∙), Transformation from local topocentric frame to global geocentric frame 

𝐶𝑛 = [𝑐𝑥,𝑛 𝑐𝑦,𝑛 𝑐𝑧,𝑛]𝑇 Polynomial coefficients for satellite position vector interpolation 

𝐷𝑛 = [𝑑𝑥,𝑛 𝑑𝑦,𝑛 𝑑𝑧,𝑛]𝑇 Polynomial coefficients for satellite velocity vector interpolation 

Δ𝜏𝑡𝑟𝑜 Tropospheric path delay for acquisition time 

∆𝜏𝑖𝑜𝑛 slant range ionospheric delay 

∆𝜏𝑠𝑒𝑡 slant range solid Earth tidal displacement 

∆𝑡𝑠𝑒𝑡 azimuth solid Earth tidal displacement 

∆𝑡𝐵𝐴 Correction for bistatic azimuth effects 

∆𝜏𝐷𝑅𝑆 Correction for Doppler-induced range shifts 

∆𝑡𝐹𝑀𝑀 Correction for azimuth FM-rate mismatch 

𝑎𝑧𝑔 Desired ground grid spacing in azimuth 

𝑔𝑟𝑔𝑔 Desired grid spacing in ground-range  

∆𝑡𝑁𝑊𝑃 NWM analysis interval 

∆𝑅𝑓𝑖𝑛𝑒 Integration interval below tropopause 

∆𝑅𝑐𝑜𝑎𝑟𝑠𝑒 Integration interval above tropopause  

Δ𝑅𝑡𝑟𝑜 Tropospheric slant-range path delay for acquisition time 

∆𝑅 Integration interval 

∆𝑡𝑏,𝐴𝑁𝑋,𝑗  Difference of burst start time to ascending equator crossing time for burst j 

∆𝑡𝑏,𝑐𝑦𝑐𝑙𝑒,𝑗  Difference of burst start time to beginning of orbit cycle for burst j 

∆𝑡𝑏,𝑚𝑖𝑠𝑠𝑖𝑜𝑛,𝑗  Difference of burst start time to start of mission for burst j 

𝑡𝑔 Grid spacing in azimuth time 

𝑔 Grid spacing in range time 

𝑡𝑆𝐿𝐶 Azimuth sampling interval 

Δ𝑟𝐷2 Radial displacement vector, degree 2 tides 

Δ𝑟𝐷3 Radial displacement vector, degree 3 tides 

Δ𝑡𝑑𝑖𝑢 Transverse displacement vector, diurnal band 

Δ𝑡𝑠𝑑𝑖𝑢 Transverse displacement vector, semidiurnal band 

Δ𝑟𝑜𝑜𝑝,𝑑𝑖𝑢 Out-of-phase radial displacement vector, diurnal band 

Δ𝑡𝑜𝑜𝑝,𝑑𝑖𝑢 Out-of-phase transverse displacement vector, diurnal band 

Δ𝑟𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 Out-of-phase radial displacement vector, semidiurnal band 

Δ𝑡𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 Out-of-phase transverse displacement vector, semidiurnal band 

Δ𝑟𝑓𝐿𝑆,𝑑𝑖𝑢 Frequency dependent radial correction for Love & Shida numbers, diurnal band 

Δ𝑡𝑓𝐿𝑆,𝑑𝑖𝑢 Frequency dependent transverse correction for Love & Shida numbers, diurnal band 

Δ𝑟𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 Frequency dependent radial correction for Love & Shida numbers, semidiurnal band 
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Δ𝑡𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 Frequency dependent transverse correction for Love & Shida numbers, semidiurnal 

band 

𝛿𝑅𝑓
(𝑖𝑝)

 Frequency dependent Love & Shida number correction, radial in-phase  

𝛿𝑅𝑓
(𝑜𝑝)

 Frequency dependent Love & Shida number correction, radial out-of-phase  

𝛿𝑇𝑓
(𝑖𝑝)

 Frequency dependent Love & Shida number correction, transverse in-phase 

𝛿𝑇𝑓
(𝑜𝑝)

 Frequency dependent Love & Shida number correction, transverse out-of-phase 

𝛿ℎ𝐻/𝑁/𝐿 High difference between TH, TN or TL and Earth surface (DEM) 

𝐸𝑣𝑇𝐸𝐶,𝑖(𝜙𝑣𝑇𝐸𝐶 , 𝜆𝑣𝑇𝐸𝐶) TEC maps of daily map product, i = 1,25 

𝑓𝑒 Flattening factor of the Earth 

𝑓𝑆1 Sentinel-1 radar frequency 

𝑓𝐷𝐶𝑔,𝑔 Annotated Doppler centroid frequency at grid location  

𝑓𝐷𝐶𝑔,𝑏 Annotated Doppler centroid frequency at mid location of currently processed burst 

𝑓𝐷𝐶,𝑔 Doppler centroid frequency of focused SLR data at grid location 

𝜃𝑓 Tide argument for tidal constituent with frequency f 

𝜗𝑚𝑖𝑑,𝑛𝑜𝑚 Nominal incidence angle at mid-range 

𝜑𝐻/𝑁/𝐿 Ellipsoidal latitude of point TH, TN or TL 

𝜑𝑁𝑊𝑃,𝑚𝑖𝑛 Min. latitude of NWM 

𝜑𝑁𝑊𝑃,𝑚𝑎𝑥 Max. latitude of NWM 

𝜑𝑔 Geodetic latitude of correction grid location 

𝜙𝑔 Geocentric latitude of correction grid point 

ϕj Geocentric latitude of Moon (j=2) or Sun (j=3) 

𝜙𝑣𝑇𝐸𝐶 Geocentric latitude annotated to TEC map 

𝜙𝐼𝑃𝑃 Geocentric latitude of IPP 

𝜙𝑠 NWM surface geopotential 

𝜙 Geopotential at ML 

𝜆𝑁𝑊𝑃,𝑚𝑖𝑛 Min. longitude of NWM 

𝜆𝑁𝑊𝑃,𝑚𝑎𝑥 Max. longitude of NWM 

𝜆𝐻/𝑁/𝐿 Ellipsoidal longitude of point TH, TN or TL 

𝜆𝑔 Longitude of correction grid location 

𝜆𝑗 Longitude of Moon (j=2) or Sun (j=3)  

𝜆𝑣𝑇𝐸𝐶 Longitude annotated to TEC map 

𝜆𝐼𝑃𝑃 Longitude of IPP 

𝜆𝐼𝑃𝑃,𝑖
′  Longitude of the IPP modified for Earth rotation for the i-th map 

𝐺𝑀𝑗 Moon gravitational constant (j=2) and Heliocentric gravitational constant (j=3) 

𝐺𝑀𝑒 Geocentric gravitational constant 

𝑔 gravitational acceleration 

𝐻1 Height of the TEC spherical layer 

𝐻𝐷𝐸𝑀(𝜑, 𝜆) DEM height at latitude φ, longitude λ 

ℎ𝐷𝐸𝑀(𝜑𝑁, 𝜆𝑁) DEM ellipsoidal height at latitude φ, longitude λ at iteration point TN 

ℎ𝐻/𝑁/𝐿 Ellipsoidal height of point TH, TN or TL 

ℎ𝐷𝐸𝑀(𝜑, 𝜆) DEM height at latitude φ, longitude λ 

ℎ𝑔 ellipsoidal height of correction grid location 

ℎ2 Nominal degree 2 Love number 

ℎ3 Nominal degree 3 Love number 

ℎ𝑛 Ellipsoidal height of point on integration path 

𝑘𝑎𝑧 Grid azimuth sub-sampling factor w.r.t SLC 

𝑘𝑟𝑔 Grid range sub-sampling factor w.r.t. SLC 

𝑘𝑀𝐿𝑅 Model level reduction factor 

𝐾𝑟 Chirp FM-rate 

𝑘𝜓 antenna steering rate applicable to currently processed burst 
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𝑘𝑠,𝑔 Doppler rate introduced by the antenna steering at grid location 

𝑘𝑎,𝑔 Annotated azimuth FM-rate rate at grid location 

𝑘𝑡,𝑔 Doppler rate of focused SLC data at grid location 

𝑘𝑎,𝑏 Annotated azimuth FM-rate at mid location of currently processed burst 

𝑘𝑎,𝑡𝑟𝑢𝑒 Azimuth FM-rate at grid location computed from sensor to ground geometry 

𝑙2 Nominal degree 2 Shida number 

𝑙3 Nominal degree 3 Shida number 

𝑚𝑔 Desired grid margin 

𝑀𝐿 Number of NWM levels  

𝑀𝐿𝑟𝑒𝑑 Number of levels in reduced NWM 

𝑀(𝑧′) Ionospheric mapping function depending on IPP zenith angle 

𝑁(𝜑, 𝜆) EGM2008 geoid undulation 

𝑁(𝜑𝑁 , 𝜆𝑁) EGM2008 geoid undulation at latitude φ, longitude λ at iteration point TN 

𝑁𝑔 EGM2008 geoid undulation at grid location 

𝑛𝑔,𝑎𝑧 No. of azimuth samples of grid 

𝑛𝑔,𝑟𝑔 No. of range samples of grid 

𝑛𝑁𝑊𝑃,𝑙𝑜𝑛 No. of longitudes of NWM 

𝑛𝑁𝑊𝑃,𝑙𝑎𝑡 No. of latitudes of NWM 

n̂ Unit vector local north, geocentric frame 

ê Unit vector local east, geocentric frame 

r̂ Unit vector local radial, geocentric frame 

𝑛̅ six-vector of multipliers of the Doodson’s fundamental arguments 

𝑛𝑟𝑔,𝑚𝑖𝑑 Number of range samples of swath (SM) or mid swath (IW2, EW3) 

𝑛𝑎𝑧 Number of azimuth lines over all inputs (slice or data take) 

𝑛𝑟𝑔 Number of range samples over all inputs (slice or data take) 

naz,sl Number of azimuth lines of currently processed slice 

nrg,sl Number of range samples for currently processed slice 

𝑛𝑎𝑧,𝑏 Number of azimuth samples applicable to currently processed burst  

nrg,b Number of range samples for currently processed burst 

𝑛𝑔,𝑎𝑧, 𝑛𝑔,𝑎𝑧,𝑠𝑙, 𝑛𝑔,𝑎𝑧,𝑏 No. of azimuth samples of main, slice or burst grid, respectively, incl. margin 

𝑛𝑔,𝑟𝑔, 𝑛𝑔,𝑟𝑔,𝑠𝑙, 𝑛𝑔,𝑟𝑔,𝑏 No. of range samples of main, slice or burst grid, respectively, incl. margin 

burstID𝑟𝑒𝑙,𝑗 Relative burst ID of burst j 

burstID𝑎𝑏𝑠,𝑗 Absolute burst ID of burst j 

𝑜𝑁𝑊𝑃 Oversampling of NWP data by horizontal interpolation 

𝑃𝑠 Surface pressure 

𝑃𝑚𝑠𝑙 Mean sea level pressure 

𝑃 Pressure at ML 

𝑝𝑟𝑓𝑏 Pulse repetition frequency applicable to currently processed burst 

𝑃𝑅𝐼 Pulse repetition interval applicable to currently processed burst  

𝑞 NWM specific humidity 

𝑅𝑑 gas constant  for 1 kg of dry air 

𝑅𝐵 TEC model base radius 

𝑅𝑒 Earth’s equatorial radius 

𝑅𝑔 ≔ 𝑐/2 𝜏𝑔 Range of correction grid points 

𝑅̂𝑗 unit vector from the geocenter to Moon (j=2) or Sun (j=3) 

𝑅𝑗 Distance from the geocenter to Moon (j=2) or Sun (j=3) 

𝑟𝑎𝑛𝑘 number of travelling pulses applicable to currently processed burst 

𝑟𝑠𝑓 Range sampling frequency 

𝑟𝑠𝑓𝑚𝑖𝑑 Range sampling frequency of swath (SM) or mid swath (IW2, EW3) 

𝑟𝑠𝑓𝑏 Range sampling frequency applicable to currently processed burst 
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𝑠 Auxiliary parameter for the IPP computation 

𝑆𝑃𝐷𝑡𝑟𝑜 Tropospheric slant-range path delay for NWM time instant 

𝑡𝑣𝑇𝐸𝐶,𝑖 Epochs of daily TEC maps, i = 1,25  

𝑡̃𝑠 UTC time tag associated with precise orbit state vector 

𝜏0 First (min.) range time of  all inputs (slice or data take) 

𝑡0 First (min.) azimuth time of all inputs (slice or data take)   

τ0,𝑚𝑖𝑑 First range time of swath (SM) or mid swath (IW2, EW3) 

𝜏𝑚𝑖𝑑 Mid swath fast time, i.e. mid of SM swath, mid of IW2, mid of EW3 

t0,sl First azimuth time of currently processed slice 

t0,b First azimuth time of currently processed burst 

τ0,𝑏 First range time applicable to currently processed burst 

t0,𝑏 First azimuth time applicable to currently processed burst 

𝜏𝑏 Central location range  time of currently processed burst 

𝑡𝑏 Central location azimuth  time of currently processed burst 

𝑡̃0 Reference time for orbit interpolation 

t𝐴𝑁𝑋 Ascending equator crossing time of current orbit 

T𝑜𝑟𝑏 Nominal Sentinel-1 orbit duration 

T𝑝𝑟𝑒 Preamble length of respective Sentinel-1 TOPS mode (IW, EW) 

T𝑏𝑒𝑎𝑚  Beam cycle time of respective Sentinel-1 TOPS mode (IW, EW) 

𝜏0,k𝑎
 Reference range time of annotated azimuth FM-rate polynomials 

𝜏0,f𝐷𝐶
 Reference range time of annotated Doppler centroid polynomials 

𝑡𝑔, 𝑡𝑔,𝑠𝑙, 𝑡𝑔,𝑏 Zero Doppler azimuth time of main, slice or burst correction grid respectively 

𝜏𝑔, 𝜏𝑔,𝑠𝑙, 𝜏𝑔,𝑏 Range time of main, slice or burst correction grid, respectively, at instant of zero 
Doppler 

𝜏𝑠𝑒𝑡 Zero Doppler slant range time of grid position with solid Earth tides displacement 

𝑡𝑠𝑒𝑡 Zero Doppler azimuth time of grid position with solid Earth tides displacement 

𝑇 NWM temperature 

𝑇𝑠,𝑐𝑜𝑟𝑟 Corrected surface temperature 

𝑇𝑚𝑠𝑙,𝑐𝑜𝑟𝑟 Corrected Temperature at MSL 

𝑇𝑣𝑛 Virtual temperature at model level n 

𝑇𝐻 = [𝑥𝐻 𝑦𝐻 𝑧𝐻]𝑇 Upper end point of arc 

𝑇𝐿 = [𝑥𝐿 𝑦𝐿 𝑧𝐿]𝑇 Lower end point of arc 

𝑇𝑁 = [𝑥𝑁 𝑦𝑁 𝑧𝑁]𝑇 Intermediate point of arc 

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 Correction grid 3D position 

𝑋𝑖 = [𝑥𝑖 𝑦𝑖 𝑧𝑖]𝑇 Position on integration path 

𝑋𝑗(𝑡𝑔) = [𝑥𝑗 𝑦𝑗 𝑧𝑗]𝑇 Position vector of Moon (j=2) or Sun (j=3) in the ITRF at azimuth time of correction grid 

𝑋𝐼𝑃𝑃 = [𝑥𝐼𝑃𝑃 𝑦𝐼𝑃𝑃 𝑧𝐼𝑃𝑃]𝑇 Ionospheric pierce point 3D position 

𝑋̃𝑠 = [𝑥̃𝑠 𝑦̃𝑠 𝑧̃𝑠]𝑇 Satellite position vector of the precise orbit product 

𝑋̃̇𝑠 = [𝑥̃̇𝑠 𝑦̃̇𝑠 𝑧̃̇𝑠]𝑇 Satellite velocity vector of the precise orbit product 

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of correction grid 

𝑋̇𝑠(𝑡𝑔) = [𝑥̇𝑠 𝑦̇𝑠 𝑧̇𝑠]𝑇 Satellite velocity vector at azimuth time of correction grid 

𝑋̈𝑠(𝑡𝑔) = [𝑥̈𝑔 𝑦̈𝑔 𝑧̈𝑔]𝑇 Satellite acceleration vector at azimuth time of correction grid 

Δ𝑋𝑆𝐸𝑇 Solid Earth tides displacement vector in ITRF 

𝑋𝑠(𝑡𝑠𝑒𝑡) Zero Doppler satellite position vector for grid position with solid Earth tides 
displacement 

𝑋̇𝑠(𝑡𝑠𝑒𝑡) Zero Doppler satellite velocity vector for grid position with solid Earth tides 
displacement 

𝑁𝑔 Geoid undulation of grid 

𝑣𝑔𝑟𝑑,𝑟𝑒𝑓 Reference beam velocity on ground 

𝑣𝑡 Transversal component of Ẋs in LVLH frame 

𝑣𝑟 Radial component of Ẋs in LVLH frame 
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𝜔𝑒 Earth rotation constant 

𝑧𝑛 Mean sea level (MSL) height of point on integration path 

𝑧𝑡𝑟𝑜𝑝𝑜 Height of tropopause 

𝑧′ Zenith angle at IPP of the satellite to grid point line of sight 
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4 Timing corrections for SAR imagery 

4.1 Introduction 

The raw Sentinel-1 range and azimuth timings as annotated to the level 1 SLC products require additional 
corrections to deliver consistent results in repeat pass geolocation and feature analysis at the sub-pixel 
level [A1]. The corrections comprise the delays stemming from the Earth’s atmosphere, the direct tidal 
deformation of Earth’s crust caused by Sun and Moon, and the Sentinel-1 system corrections associated 
with the methods of the Sentinel-1 SAR-IPF when annotating the level 1 products. The corrections are 
summarized and distributed by the Extended Timing Annotation Dataset for Sentinel-1 (S1-ETAD) as 
specified in the PDD [A4]. 

This ATBD describes methods defining the algorithmic cores of the Sentinel-1 Extend Timing Annotation 
Processor (SETAP). Section 4.2 provides an overview on the different processing elements, which are 
composed of preparatory computations detailed in chapter 5. The individual correction algorithms are 
described in chapter 6. Additional supportive algorithms which are used by SETAP to prepare the final 
product are described in chapter 7. 

4.2 Overview on Processing Steps 

The SETAP computations are based on the sliced Sentinel-1 L1 SLC products forming a data take, which 
are provided to the processor along with the precise orbit ephemeris product, see Figure 1. Moreover, 
the different computational algorithms have access to their respective model data. These data are either 
provided by the external management layer to the processor (ECMWF numerical weather model data, 
TEC map data) or are part of the processor itself (global DEM, planetary ephemerides data, geoid data). 
The full description of the processor’s data is given by the SETAP IODD [A3]. 

Following the computational flow outlined in Figure 1, the first step is the preparation of the correction 
grid covering the extent of the data take. The grid is calculated in range and azimuth as two-way time-
of-flight and seconds of day UTC, respectively, according to a predefined spacing. The default spacing is 
specified to achieve on average a 200 m sampling in both dimensions. This grid of radar timings has to 
be geolocated on the DEM in order to define the 3D sensor-to-ground geometry of the data take, which 
involves the algorithms (Figure 1): 

• Correction Grid Definition: level 1 image timing annotations are used to create a consistent 
grid covering the data take which can be decomposed into sub-grids covering the slices  

• Satellite State Vector Interpolation:  the discretely sampled state vectors (position vector, 
velocity vector) of the precise orbit product are interpolated for the azimuth times of the 
computation grid. 

• Correction Grid Geolocation: the 2D radar timings linked to corresponding satellite state 
vectors are geolocated on the DEM to obtain the 3D coordinates in the global terrestrial frame. 

 

With the satellite positions and the 3D coordinates of the computational grid known, the individual 
correction algorithms can be independently computed (Figure 1 lower part): 

• Direct Integration of NWM for Tropospheric Delays: the 4D numerical weather model data 
(given at discrete positions and time steps) are interpolated to obtain the refractivity along the 
sensor to ground line-of-sight, which is then integrated to derive the tropospheric path delay in 
range. 

• Ionospheric Delay Computation from TEC Maps: the delay in range caused by the dispersive 
ionosphere is derived from the global total electron content (TEC) maps containing the integrated 
free electrons inferred from global GNSS observations. 
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• Solid Earth Tidal Displacement Computation: the tidal deformation of the Earth’s crust by 

Sun and Moon is computed by the conventional geodynamic model associated with the geodetic 
reference frames and converted into timing corrections of range and azimuth. 

• Bistatic Azimuth Effects Mitigation: the corrections for the residual bistatic affects in azimuth 
stemming from the movement of the satellite during the SAR acquisition are computed using the 
annotations of the S-1 input products. 

• Doppler-induced Range Shift Mitigation: the corrections for the range shifts caused by the 
focussing of the Doppler-shifted radar pulses in Sentinel-1 TOPS modes are computed based on 
the annotations of the S-1 input products. 

• FM-rate Mismatch Azimuth Shift Mitigation: the corrections for the azimuth shifts due to the 
mismatch of azimuth FM-rate, which is derived by the Sentinel-1 IPF applying topographic 
assumptions, are computed using the DEM and the annotations of the S-1 input products.  

 

 
Figure 1: Overview on the SETAP computational algorithms with their corresponding data access. 

 

4.3 Reference Frames & Conventions 

The computations performed by the SETAP obey the following reference frames and conventions: 

• ECEF: Earth centered, earth fixed frame defined by the geodetic standards (IERS conventions [I15]) 
which are also applied in the Sentinel-1 precise orbit determination [I3]. The satellite state vector 
and the 3D position vector of the computation correction grid are expressed in this frame (= 
International Terrestrial Reference Frame, ITRF) and denoted as follows: 

o 𝑋𝑠 = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 satellite position vector [m] 

o 𝑋̇𝑠 = [𝑥̇𝑠 𝑦̇𝑠 𝑧̇𝑠]𝑇 satellite velocity vector [m/s] 

o 𝑋̈𝑠 = [𝑥̈𝑠 𝑦̈𝑠 𝑧̈𝑠]𝑇 satellite acceleration vector [m/s2] 
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o 𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 position vector of correction grid timings geolocated   

  on the Earth’s surface defined by the DEM [m] 

 

• LVLH: Local vertical, local horizontal frame associated with the satellite platform that is used to 
perform the geolocation computation. The triad of the frame is defined by the satellite position 
vector and the satellite velocity vector as follows: 

o 𝑒𝑧,𝐿𝑉𝐿𝐻 = −
𝑋𝑠

‖𝑋𝑠‖
 z-axis 

o 𝑒𝑦,𝐿𝑉𝐿𝐻 =
𝑧𝐿𝑉𝐿𝐻× 𝑋̇𝑠

‖𝑧𝐿𝑉𝐿𝐻 × 𝑋̇𝑠‖
 y-axis 

o 𝑒𝑥,𝐿𝑉𝐿𝐻 = 𝑦𝐿𝑉𝐿𝐻 × 𝑧𝐿𝑉𝐿𝐻 x-axis 

 

The transformation from LVLH to ECEF, referred to in this document as 𝐶𝐿𝑉𝐿𝐻→𝐸𝐶𝐸𝐹(∙), reads: 

o 𝑋𝐸𝐶𝐸𝐹 = 𝑋𝑆 + [𝑒𝑥,𝐿𝑉𝐿𝐻 𝑒𝑦,𝐿𝑉𝐿𝐻 𝑒𝑧,𝐿𝑉𝐿𝐻] ∙ 𝑋𝐿𝑉𝐿𝐻 

 

• Radar timings: the radar timings azimuth and range are defined according to the zero-Doppler 
convention, i.e. the times are spanning an orthogonal 2D grid. Azimuth t is the time of closest 
approach expressed as date and seconds of day UTC. Range time 𝜏 is the pulse’s round trip time 
from sensor to ground associated with the sensor position at the time of closest approach. The 
correction grid covering range and azimuth of the data take is expressed as set of timings denoted 
as: 

o 𝜏 range time; two-way [s] 

o 𝑡 azimuth; date and seconds of day, UTC [s] 

o 𝜏𝑔 range time of grid point; two-way [s] 

o 𝑡𝑔 azimuth of grid point; date and seconds of day, UTC [s] 

 

• WGS-84: the reference ellipsoid of the World Geodetic System 1984 is used to convert the 3D 
position vectors 𝑋𝐸𝐶𝐸𝐹 = [𝑥 𝑦 𝑧] into geodetic latitude, longitude and height above the 
ellipsoid. The ellipsoid parameters are specified in [I4]: 

o 𝑎 = 6378137.0 semi-major axis [m] 

o 𝑏 = 6356752.3142 semi-minor axis [m] 

 

The coordinate conversion, referred to in this document as 𝐶𝐸𝐶𝐸𝐹→𝑊𝐺𝑆(∙), is described in [I13] (pp. 
282):  

o 𝜑 = arctan
𝑧+𝑒′2

𝑏 sin3 𝜃

𝑝−𝑒2 𝑎 cos3 𝜃
 

o 𝜆 = arctan
𝑦

𝑥
 

o ℎ =
𝑝

cos 𝜑
− 𝑁 

with: 

o 𝜃 = arctan
𝑧 𝑎

𝑝 𝑏
 

o 𝑝 = √𝑥2 + 𝑦2 

o 𝑒2 =
𝑎2−𝑏2

𝑎2  

o 𝑒′2
=

𝑎2−𝑏2

𝑏2  
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o 𝑁 =
𝑎2

√𝑎2 cos2 𝜑+𝑏2 sin2 𝜑
 

The converted grid positions are referred to as: 

o 𝜑𝑔 geodetic latitude [degree] 

o 𝜆𝑔 longitude [degree] 

o ℎ𝑔 ellipsoidal height [m] 
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5 Preparatory Algorithms 

5.1 Correction Grid Definition 

5.1.1 Overview 

A correction grid is a matrix, the points of which are regularly spaced in the SAR (t,) domain and cover 
the whole processed unit (multiple or single slices of a data take or bursts of a slice). The grid points mark 
the positions (tg,g), at which corrections are calculated later-on. The (tg,g) matrix is the base layer of a 
grid. It is complemented in subsequent steps by further, congruent layers carrying other information like 
the interpolated state vectors or the corrections.  

The grid is defined on a common, underlying infinite raster which is anchored at a common azimuth 

reference time 𝑡𝑟𝑒𝑓 and at zero range time. Constant grid sampling intervals tg and g in (t,) domain 

are derived from configurable grid resolutions in azimuth and range on ground, azg and grgg, 
respectively. The values tg and g are obtained by converting azg and grgg into azimuth and slant-
range grid time intervals, using the reference value of the zero-Doppler ground velocity vgrd,ref and a 
common coarse azimuth time raster interval 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 (azimuth), as well as the mode dependent nominal 
mid-range incidence angle mid,nom and the velocity of light c (slant-range). Using a single incidence angle 
value yields constant grid spacing in range time, but variable grid spacing in ground-range, which 
approximately meets the configured grgg at mid ground-range. 

The grid points (tg,g) lie on common azimuth and range time raster, whose sampling intervals are given 

by tg and g respectively and whose time references 1) are themselves located exactly on the azimuth 
and range time raster and 2) are independent of the sampling of the SLC. While the raster, on which the 
range grid times g are defined, is anchored at 0 s, the raster, on which the azimuth grid times are defined, 
is anchored on a full 10 s reference time (𝑡𝑟𝑒𝑓). The coarse raster interval 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 is set to the same 

granularity of 10 s as the azimuth reference time. An integer divider 𝑛𝑑𝑖𝑣 is determined to split this 10 s 
interval 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 into a final azimuth grid sampling interval, which approximates the configured azimuth 
grid resolution on ground as close as possible.  

Without further modifications a grid is defined such that it starts on the range raster position immediately 
before the minimum range time found in all input slices of and on the azimuth raster position immediately 
before the azimuth start time of the processed unit. The grid extends to the range/azimuth raster time 
that is immediately after the last range/azimuth time of the processed unit. To allow for interpolation of 
grid corrections at each position within the processed unit including its boundaries, the grid is extended 
to either side by a margin 𝑚𝑔. The grid margin is defined in grid points (dimensionless) with a default 

value of 1 for SETAP. 

5.1.2 Inputs/Outputs 

The symbols for input, algorithm and output of the correction grid definition are summarized in Table 1. 
If applicable, source and referenced symbol 5.1.3 refer to an external definition of the applied parameter. 

 

Table 1: List of symbols used by correction grid definition 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝑎𝑧𝑔 Desired ground grid spacing in azimuth [m] AUX_SCF, 
[A7] 

/ipfConf/taskRelatedConf/listO
fTasks/task/name/listOfDynTas
kParams/correctionGridAzimut

hSampling 
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𝑔𝑟𝑔𝑔 Desired grid spacing in ground-range [m] AUX_SCF, 

[A7] 
/ipfConf/taskRelatedConf/listO
fTasks/task/name/listOfDynTas
kParams/correctionGridRange

Sampling 

𝑚𝑔 Desired grid margin [number of grid points] Internal 
configuration  

 

𝑡𝑐𝑜𝑎𝑟𝑠𝑒 Virtual coarse azimuth time raster, to which 
azimuth grid times are referenced to [s] 

Internal 
configuration 

 

𝑡0 First (min.) azimuth time of all inputs (single 
or multiple slices) [s] 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/productFirstLi

neUtcTime (all input 
annotations) 

𝑡0,𝑠𝑙 First azimuth time of currently processed 
slice [s] 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/productFirstLi

neUtcTime (all swath 
annotations of slice) 

t0,𝑏 First azimuth time of currently processed 
burst 

L1 product 
annotation 

[I1] 

/product/swathTiming/burstLis
t/burst/azimuthTime 

𝜏0 First (min.) range time of all inputs (single or 
multiple slices) [s] 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/slantRangeTim

e 
(all input annotations) 

𝜏0,𝑠𝑙 First range time of currently processed slice / 
swath / burst [s] 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/slantRangeTim

e 
(all swath annotations of slice) 

𝜏0,𝑏 First range time of currently processed burst 
[s] 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/slantRangeTim

e 

𝑛𝑎𝑧 Number of azimuth lines over all inputs 
(single or multiple slices) 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/numberOfLine

s 
(all input slice annotations) 

𝑛𝑎𝑧,𝑠𝑙 Number of azimuth lines of currently 
processed slice 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/numberOfLine

s 
(all swath annotations of slice) 

𝑛𝑎𝑧,𝑏 Number of azimuth lines of currently 
processed burst 

L1 product 
annotation 

[I1] 

/product/swathTiming/linesPer
Burst 

(particular swath annotation) 

𝑛𝑟𝑔 Number of range samples over all inputs 
(single or multiple slices) 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/numberOfSam

ples 
(all input slice annotations) 

𝑛𝑟𝑔,𝑠𝑙 Number of range samples for currently 
processed slice 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/numberOfSam

ples 
(all swath annotations of slice) 

𝑛𝑟𝑔,𝑏 Number of range samples for currently 
processed burst 

L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/numberOfSam

ples 
(particular swath annotation) 

𝑡𝑆𝐿𝐶 Azimuth sampling interval [s] L1 product 
annotation 

[I1] 

/product/imageAnnotation/im
ageInformation/azimuthTimeI

nterval 
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𝑟𝑠𝑓 Range sampling frequency [s-1] L1 product 

annotation 
[I1] 

/product/generalAnnotation/pr
oductInformation/rangeSampli

ngRate 

𝜗𝑚𝑖𝑑,𝑛𝑜𝑚 Nominal incidence angle at mid-range [°], 
mode specific: IW, EW, S1, ... S6 

Internal 
configuration 

 

𝑣𝑔𝑟𝑑,𝑟𝑒𝑓 Reference zero Doppler velocity on ground 
[m s-1] 

Internal 
configuration  

 

𝑐 Speed of light in vacuum [m s-1] Internal 
configuration  

 

Algorithm 

𝑡𝑟𝑒𝑓 Azimuth reference time for grid specification   

𝑡𝑔 Grid sampling interval in azimuth time [s]   

𝑔 Grid sampling interval in range time [s]   

𝑛𝑑𝑖𝑣 Factor, by which the virtual azimuth coarse 
time raster is divided to obtain the grid 
azimuth time fine raster (sampling interval) 

  

𝑛𝑑𝑖𝑣,𝑓𝑙𝑡 Factor, by which the virtual azimuth coarse 
time raster is divided to obtain the grid 
azimuth time fine raster (sampling interval) - 
intermediate value before rounding 

  

𝑡1 Last (max.) azimuth time of all inputs (single 
or multiple slices) [s] 

  

𝜏1 Last (max.) range time of all inputs (single or 
multiple slices) [s] 

  

𝑡𝑔,𝑚𝑖𝑛 First (min.) grid azimuth time   

𝑡𝑔,𝑚𝑎𝑥 Last (max.) grid azimuth time   

𝑔,𝑚𝑖𝑛 First (min.) grid range time   

𝑔,𝑚𝑎𝑥 Last (max.) grid range time    

𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡 No. of azimuth samples of main, slice or 
burst grid, respectively, incl. margin – 
intermediate value before rounding 

  

𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡 No. of range samples of main, slice or burst 
grid, respectively, incl. margin – 
intermediate result before rounding 

  

𝑖𝑟𝑒𝑚 Remainder of modulo-taken index variable i   

Output 

𝑡𝑔 

𝑡𝑔,𝑠𝑙 

𝑡𝑔,𝑏 

Zero Doppler azimuth time of main, slice or 
burst correction grid respectively, date and 
seconds of day [s] 

  

𝜏𝑔 

𝜏𝑔,𝑠𝑙 

𝜏𝑔,𝑏 

Range time of main, slice or burst correction 
grid, respectively, at instant of zero Doppler 
two-way, seconds [s] 

  

𝑛𝑔,𝑎𝑧 

𝑛𝑔,𝑎𝑧,𝑠𝑙 

𝑛𝑔,𝑎𝑧,𝑏 

No. of azimuth samples of main, slice or 
burst grid, respectively, incl. margin 

  

𝑛𝑔,𝑟𝑔 

𝑛𝑔,𝑟𝑔,𝑠𝑙 

𝑛𝑔,𝑟𝑔,𝑏 

No. of range samples of main, slice or burst 
grid, respectively, incl. margin 
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5.1.4 Implementation 

The following operations are performed to generate the (t,) domain correction grid: 

 

1. Calculate the grid sampling intervals: 

 

     𝑡𝑔 =
∆𝑡𝑐𝑜𝑎𝑟𝑠𝑒

𝑛𝑑𝑖𝑣
,       𝑛𝑑𝑖𝑣 = ⌊

∆𝑡𝑐𝑜𝑎𝑟𝑠𝑒

∆𝑎𝑧𝑔
⋅ 𝑣𝑔𝑟𝑑,𝑟𝑒𝑓⌋,      ∆𝑡𝑐𝑜𝑎𝑟𝑠𝑒  ∈ 𝑁, ∆𝑡𝑐𝑜𝑎𝑟𝑠𝑒 = 10 𝑠  

 

 

𝑔 =
∆𝑔𝑟𝑔𝑔 ∙ 𝑠𝑖𝑛(𝑚𝑖𝑑,𝑛𝑜𝑚)

𝑐
2

 
 

Eq. 1 

 

with   denoting rounding off operation. 

 

2. Calculate grid start and stop times 

𝑡𝑔,𝑚𝑖𝑛 = (⌊
𝑡0 − 𝑡𝑟𝑒𝑓

𝑡𝑔

⌋ − 𝑚𝑔) ∙  𝛥𝑡𝑔 

 

𝑡𝑔,𝑚𝑎𝑥 = (⌊
𝑡1 − 𝑡𝑟𝑒𝑓

𝑡𝑔

⌋ + 1 + 𝑚𝑔) ∙  𝛥𝑡𝑔,           𝑡1 =  𝑡0 + (𝑛𝑎𝑧 − 1) ∙ 𝑡𝑆𝐿𝐶 

 

𝑔,𝑚𝑖𝑛 = (⌊
0

𝑔

⌋ − 𝑚𝑔) ∙  𝛥𝑔 

 

𝑔,𝑚𝑎𝑥 = (⌊
1

𝑔

⌋ + 1 +  𝑚𝑔) ∙  𝛥𝑔,          1 =  0 + (𝑛𝑟𝑔 − 1)
1

𝑟𝑠𝑓
 

 

 
 
 
 
 
 
 
 
 
 
Eq. 2 

 

3. Calculate grid dimensions: 

 

𝑛𝑔,𝑎𝑧 =  {
⌊𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡⌋     |    𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡 − ⌊𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡⌋ ≤ 0.5 

  ⌈𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡⌉     |    𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡 − ⌊𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡⌋ > 0.5   
} ,     𝑛𝑔,𝑎𝑧,𝑓𝑙𝑡

=
𝑡𝑔,𝑚𝑎𝑥 −  𝑡𝑔,𝑚𝑖𝑛

𝛥𝑡𝑔
+ 1 

 

𝑛𝑔,𝑟𝑔 = {
⌊𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡⌋      |     𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡 − ⌊𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡⌋ ≤ 0.5 

  ⌈𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡⌉      |     𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡 − ⌊𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡⌋ > 0.5   
},       𝑛𝑔,𝑟𝑔,𝑓𝑙𝑡 =

𝑔,𝑚𝑎𝑥− 𝑔,𝑚𝑖𝑛

𝛥𝑔
+ 1   

 
 
 
 
Eq. 3 

 

with   denoting rounding up operation. 

 

4. Generate the azimuth and range sampling of the grid: 
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𝑡𝑔: = {𝑡𝑔,𝑚𝑖𝑛 +
𝑖 − 𝑖𝑟𝑒𝑚

𝑛𝑑𝑖𝑣
𝑡𝑐𝑜𝑎𝑟𝑠𝑒 + 𝑖𝑟𝑒𝑚 ∙ 𝑡𝑔, 0 ≤ 𝑖 < 𝑛𝑔,𝑎𝑧},         𝑖𝑟𝑒𝑚 =  𝑖 𝑚𝑜𝑑 𝑛𝑑𝑖𝑣 

 

𝜏𝑔: = {𝑔,𝑚𝑖𝑛 + 𝑗 ∙ 𝑔 ,       0 ≤ 𝑗 < 𝑛𝑔,𝑟𝑔}  

 
 
 
Eq. 4 

  

with mod denoting the modulo operation. 

 

Note that azimuth grid sampling times 𝑡𝑔 are generated by progressing in steps of the grid sampling 

interval (fine azimuth time raster) 𝑡𝑔 for each virtual (coarse) azimuth time raster interval 𝑡𝑐𝑜𝑎𝑟𝑠𝑒, which 
corresponds to 𝑛𝑑𝑖𝑣  azimuth grid samples. Each time one virtual (coarse) azimuth time raster interval was 
passed through, the next azimuth grid time to annotate is set to the sum of coarse time intervals 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 

passed so far, and progressing in steps of the fine time interval 𝑡𝑔 starts again. This way, the number of 
azimuth grid sampling intervals 𝑡𝑔 that have to be summed up to obtain the next azimuth grid time to 
be annotated, is kept small (only 𝑛𝑑𝑖𝑣). This prevents from larger accumulation of the inherent numerical 
error of the azimuth grid sampling interval 𝑡𝑔. The coarse interval 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 is, by definition, an integer 
multiple of 𝑡𝑔, which ensures an equidistant grid azimuth sampling. Note that the virtual azimuth time 
raster interval 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 matches a full second, i.e. a positive integer value. Thus, the summing of coarse 
time intervals 𝑡𝑐𝑜𝑎𝑟𝑠𝑒 is not subject to the accumulation of errors resulting from the finite numerical 
precision of numbers. 

The description above applies to each grid generation the SETAP carries out for different processing units. 
At first, a main grid, which covers all inputs (slices), is established using steps 1 to 4. For reasons of 
throughput and efficient data handling, SETAP splits up the processing grid into slice and burst units, to 
be processed concurrently. This is controlled by the workflow described in the ADD [A6]. Slice and burst 
units are assigned to their own grids for processing. The slice and burst grids are sub-sets of the main 
grid and are defined generically using step 1 to 4. The dimensions of slice and burst sub-grids are obtained 
by setting naz and nrg in step 2 to the slice and burst dimensions, i.e. 

 

𝑛𝑔,𝑎𝑧,𝑠𝑙 = 𝑛𝑔,𝑎𝑧(𝑛𝑎𝑧 = 𝑛𝑎𝑧,𝑠𝑙),                      𝑛𝑔,𝑟𝑔,𝑠𝑙 = 𝑛𝑔,𝑟𝑔(𝑛𝑟𝑔 = 𝑛𝑟𝑔,𝑠𝑙) 

 
 
 

𝑛𝑔,𝑎𝑧,𝑏 = 𝑛𝑔,𝑎𝑧(𝑛𝑎𝑧 = 𝑛𝑎𝑧,𝑏),                        𝑛𝑔,𝑟𝑔,𝑏 = 𝑛𝑔,𝑟𝑔(𝑛𝑟𝑔 = 𝑛𝑟𝑔,𝑏)  

 

The azimuth and range sampling of slice and burst sub-grids are obtained by setting tg,min and g,min to the 
respective slice and burst grid start times and ng,az and ng,rg to the respective sub-grid dimensions, i.e. 

 

𝑡𝑔,𝑠𝑙 ≔ 𝑡𝑔(𝑡𝑔,𝑚𝑖𝑛 = 𝑡𝑔,𝑚𝑖𝑛,𝑠𝑙 , 𝑛𝑔,𝑎𝑧 = 𝑛𝑔,𝑎𝑧,𝑠𝑙),  

𝜏𝑔,𝑠𝑙: = 𝜏𝑔(𝜏𝑔,𝑚𝑖𝑛 = 𝜏𝑔,𝑚𝑖𝑛,𝑠𝑙 , 𝑛𝑔,𝑟𝑔 = 𝑛𝑔,𝑟𝑔,𝑠𝑙) 

 

𝑡𝑔,𝑏 ≔ 𝑡𝑔(𝑡𝑔,𝑚𝑖𝑛 = 𝑡𝑔,𝑚𝑖𝑛,𝑏 ,  𝑛𝑔,𝑎𝑧 = 𝑛𝑔,𝑎𝑧,𝑏),  

𝜏𝑔,𝑏: = 𝜏𝑔(𝜏𝑔,𝑚𝑖𝑛 = 𝜏𝑔,𝑚𝑖𝑛,𝑏 ,        𝑛𝑔,𝑟𝑔 = 𝑛𝑔,𝑟𝑔,𝑏). 
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5.2 Satellite State Vector Interpolation 

5.2.1 Overview 

The state vectors in the Sentinel-1 precise orbit products (position & velocity) are provided with a discrete 
temporal sampling of 10 seconds [I2]. State vectors in between these sampling points are in need of 
interpolation. The interpolated state vectors are used in the subsequent geolocation of the grid points 
and in the correction computation, which require for each correction grid location the corresponding 
satellite position, velocity and acceleration. 

The interpolation of a state vector at the instant of correction grid azimuth time uses a polynomial of 
order N=7 fitted on the base of N+1 adjacent sampling points. Thus, the polynomial fit requires 8 precise 
state vectors centered on the instant of interest, i.e. 4 state vectors before and 4 state vectors after the 
azimuth time of the grid point. While polynomials for the satellite position and velocity are created directly 
based on the precise orbit product position and velocity state vectors, the polynomial for the approximate 
satellite acceleration has to be computed as first time derivate from the velocity polynomial. 

5.2.2 Inputs/Outputs 

The symbols for input, algorithm and output of the satellite state vector interpolation computation are 
summarized in Table 2. If applicable, source and referenced symbol refer to an external definition of the 
applied parameter. For internal parameters provided by the algorithms described in this document, source 
refers to the corresponding table. 

 

 

Table 2: List of symbols used by satellite state vector interpolation 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝑡𝑔 Zero Doppler azimuth time of correction 
grid 

Table 1  

𝑋̃𝑠 = [𝑥̃𝑠 𝑦̃𝑠 𝑧̃𝑠]𝑇 Satellite position vector of the precise orbit 
product, [m] 

AUX_POEROB, 
[I2] 

Earth_Explorer_File/Data_Block/ 
List_of_OSVs/OSV/X,Y,Z 

𝑋̃̇𝑠 = [𝑥̃̇𝑠 𝑦̃̇𝑠 𝑧̃̇𝑠]𝑇 Satellite velocity vector of the precise orbit 
product, [m s-1] 

AUX_POEROB, 
[I2] 

Earth_Explorer_File/Data_Block/ 
List_of_OSVs/OSV/VX,VY,VZ 

𝑡̃𝑠 UTC date time tag associated with precise 
orbit state vector,  
YYYY MM DD hh mm ss.ssssss 

AUX_POEROB, 
[I2] 

Earth_Explorer_File/Data_Block/ 
List_of_OSVs/OSV/UTC 

Algorithm 

𝐶𝑛 = [𝑐𝑥,𝑛 𝑐𝑦,𝑛 𝑐𝑧,𝑛]𝑇 Polynomial coefficients for satellite position 
vector interpolation; n=0, 7 

  

𝐷𝑛 = [𝑑𝑥,𝑛 𝑑𝑦,𝑛 𝑑𝑧,𝑛]𝑇 Polynomial coefficients for satellite velocity 
vector interpolation; n=0, 7 

  

𝑡̃0 Reference time for orbit interpolation, [s]   

Output 

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of 
correction grid, [m] 

  

𝑋̇𝑠(𝑡𝑔) = [𝑥̇𝑠 𝑦̇𝑠 𝑧̇𝑠]𝑇 Satellite velocity vector at azimuth time of 
correction grid, [m s-1] 

  

𝑋̈𝑠(𝑡𝑔) = [𝑥̈𝑔 𝑦̈𝑔 𝑧̈𝑔]𝑇 Satellite acceleration vector at azimuth time 
of correction grid, [m s-2] 
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5.2.3 Implementation 

For all azimuth times 𝑡𝑔 of the correction grid, the satellite state vector interpolation algorithm performs 

the following operations: 

1. Selection of 8 applicable precise orbit state vectors 𝑿̃𝒔, 𝑿̃̇𝒔 centered w.r.t. 𝒕𝒈 

2. Computation of reference time 𝒕̃𝟎 for interpolation from time tags of selected state 
vectors 

 

𝑡̃0 =
1

8
∑ 𝑡̃𝑠,𝑖

8
𝑖=1   Eq. 5 

 

3. Fit of polynomial coefficients 𝑪𝒏, 𝑫𝒏 
Because the number of selected supporting points is equal to the number of polynomial 
coefficients, the polynomials are uniquely defined and their coefficients are directly computable. 
The computation is performed w.r.t. reference time by inversion of the system of equations. 

  

(

𝑥̃𝑠,1

…
𝑥̃𝑠,8

) = (
𝑡̃𝑠,1 − 𝑡̃0 (𝑡̃𝑠,1 − 𝑡̃0)

2
… (𝑡̃𝑠,1 − 𝑡̃0)

7

… … … …

𝑡̃𝑠,8 − 𝑡̃0 (𝑡̃𝑠,8 − 𝑡̃0)
2

… (𝑡̃𝑠,8 − 𝑡̃0)
7

) ∙ (

𝑐𝑥,0

…
𝑐𝑥,7

)  

 

(

𝑦̃𝑠,1

…
𝑦̃𝑠,8

) = (
𝑡̃𝑠,1 − 𝑡̃0 (𝑡̃𝑠,1 − 𝑡̃0)

2
… (𝑡̃𝑠,1 − 𝑡̃0)

7

… … … …

𝑡̃𝑠,8 − 𝑡̃0 (𝑡̃𝑠,8 − 𝑡̃0)
2

… (𝑡̃𝑠,8 − 𝑡̃0)
7

) ∙ (

𝑐𝑦,0

…
𝑐𝑦,7

)  

 

                                               … 

 

(
𝑧̃̇𝑠,1

…
𝑧̃̇𝑠,8

) = (
𝑡̃𝑠,1 − 𝑡̃0 (𝑡̃𝑠,1 − 𝑡̃0)

2
… (𝑡̃𝑠,1 − 𝑡̃0)

7

… … … …

𝑡̃𝑠,8 − 𝑡̃0 (𝑡̃𝑠,8 − 𝑡̃0)
2

… (𝑡̃𝑠,8 − 𝑡̃0)
7

) ∙ (

𝑑𝑦,0

…
𝑑𝑦,7

)  

Eq. 6 

 

4. Interpolation of orbit state 
Evaluation of polynomials for zero Doppler azimuth time of correction grid 𝑡𝑔. Because of the 

orthogonal zero Doppler configuration of the correction grid, the interpolated orbit state vector 
applies for the entire range line. 

 

𝑋𝑠(𝑡𝑔) = ∑ 𝐶𝑛
7
𝑛=0 (𝑡𝑔 − 𝑡̃0)

𝑛
  Eq. 7 

𝑋̇𝑠(𝑡𝑔) = ∑ 𝐷𝑛
7
𝑛=0 (𝑡𝑔 − 𝑡̃0)

𝑛
  Eq. 8 

𝑋̈𝑠(𝑡𝑔) =
𝜕

𝜕𝑡𝑔
∑ 𝑑𝑛

7
𝑛=0 (𝑡𝑔 − 𝑡̃0)

𝑛
= ∑ (𝑛 + 1) ∙ 𝑑𝑛+1

6
𝑛=0 (𝑡𝑔 − 𝑡̃0)

𝑛
  Eq. 9 
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5.3 Correction Grid Geolocation 

5.3.1 Overview 

The grid points of the correction grid are equally spaced w.r.t. radar times t and 𝜏 and cover the entire 
imaged area of the SAR data take. The Cartesian coordinates of the grid points on the Earth surface are 
computed from the slant range 𝜏𝑔 and azimuth time 𝑡𝑔 by geolocation which uses the satellite position 

and velocity at the given azimuth times. 

The geolocation of the grid points is estimated numerically. Figure 2 outlines the basic concept of the 
applied algorithm. For a given position of the satellite at azimuth time 𝑡𝑔, the 3D position of the grid 

point is computed by intersection of a semicircle arc (with radius 𝑅𝑔, centered at the satellite) with the 

Earth surface represented by the DEM. The semicircle is defined by the range distance 𝑅𝑔 of the grid point 

and the look direction 𝑑 of the sensor (right looking in case of Sentinel-1). The technique of nested 
intervals is used to determine the position of the intersection point at the arc. 

 

    
Figure 2: Concept of the applied geolocation algorithm 

First iteration begins with two points 𝑇𝐻 and 𝑇𝐿, defining start and end of the arc. The position of an 
intermediate point 𝑇𝑁 at this arc is computed and the ellipsoidal height of 𝑇𝑁 is determined. A comparison 
of the ellipsoidal height of  𝑇𝑁 with the DEM height at the corresponding latitude/longitude position 
decides whether 𝑇𝑁 is above or below the DEM. Please note that the DEM heights are given as MSL 
heights and are therefore converted to ellipsoidal heights using the geoid undulation. Consequently either 
𝑇𝑁 and 𝑇𝐿 or 𝑇𝐻 and 𝑇𝑁 define the new search interval (i.e. start and end point of a new sub-arc) for the 
next iteration. The iterative search stops when the absolute value of the height difference 𝛿ℎ𝑁 between 
𝑇𝑁 and the DEM reaches a predefined threshold. In order to speed up convergence of the algorithm, the 
geometric definition of 𝑇𝑁 is further refined as shown in Figure 2. Instead of computing 𝑇𝑁 as mid-location 
w.r.t. 𝑇𝐻 and 𝑇𝐿, the point 𝑇𝑁 for next iteration is computed such that its height defines a weighted mean 
of the DEM heights of 𝑇𝐻 and 𝑇𝐿, because in most cases the DEM height at final intersection location will 
be similar.  

5.3.2 Inputs/Outputs 

The symbols for input, algorithm and output of the geolocation algorithm are summarized in Table 3. If 
applicable, source and referenced symbol refer to an external definition of the applied parameter. For 
internal parameters provided by the algorithms described in this document, source refers to the 
corresponding table. 
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T
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T
L
 

T
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Table 3: List of symbols used by geolocation 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝑡𝑔 Zero Doppler azimuth time of correction 
grid 

Table 1  

𝜏𝑔 Zero Doppler range time of correction grid Table 1  

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of 
correction grid, [m] 

Table 2  

𝑋̇𝑠(𝑡𝑔) = [𝑥̇𝑠 𝑦̇𝑠 𝑧̇𝑠]𝑇 Satellite velocity vector at azimuth time of 
correction grid, [m s-1] 

Table 2  

𝑁(𝜑, 𝜆) EGM2008 geoid undulation [m] [A3] SETAP internal resource 

𝐻𝐷𝐸𝑀(𝜑, 𝜆) DEM height at latitude 𝜑, longitude 𝜆, [m] [A3] SETAP internal resource 

Algorithm 

𝑅𝑔 ≔ 𝑐/2 𝜏𝑔 Range of correction grid points, [m]   

𝑑 Look direction of the sensor (1=right; -
1=left) 

  

𝑇𝐻 = [𝑥𝐻 𝑦𝐻 𝑧𝐻]𝑇 Upper end point of arc, [m]   

𝑇𝐿 = [𝑥𝐿 𝑦𝐿 𝑧𝐿]𝑇 Lower end point of arc, [m]   

𝑇𝑁 = [𝑥𝑁 𝑦𝑁 𝑧𝑁]𝑇 Intermediate point of arc, [m]   

𝜑𝐻/𝑁/𝐿 Geodetic latitude of point 𝑇𝐻, 𝑇𝑁 or 𝑇𝐿   

𝜆𝐻/𝑁/𝐿 Longitude of point 𝑇𝐻, 𝑇𝑁 or 𝑇𝐿   

ℎ𝐻/𝑁/𝐿 Ellipsoidal height of point 𝑇𝐻, 𝑇𝑁 or 𝑇𝐿, [m]   

𝑁(𝜑𝑁, 𝜆𝑁) EGM2008 geoid undulation at latitude 𝜑, 
longitude 𝜆 at iteration point 𝑇𝑁 [m] 

  

ℎ𝐷𝐸𝑀(𝜑𝑁, 𝜆𝑁) DEM ellipsoidal height at latitude 𝜑, 
longitude 𝜆 at iteration point 𝑇𝑁, [m] 

  

𝛿ℎ𝐻/𝑁/𝐿 High difference between 𝑇𝐻, 𝑇𝑁 or 𝑇𝐿 and 
Earth surface (DEM), [m] 

  

𝑣𝑡 Transversal component of 𝑋̇𝑠 in LVLH frame   

𝑣𝑟 Radial component of 𝑋̇𝑠 in LVLH frame   

Output 

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 Correction grid 3D position, [m]   

𝜑𝑔 Geodetic latitude of correction grid 
location, [degree] 

  

𝜆𝑔 Longitude of correction grid location, 
[degree] 

  

ℎ𝑔 Ellipsoidal height of correction grid 
location, [m] 

  

𝑁𝑔 EGM2008 geoid undulation at grid location 
[m] 
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Figure 3: Flow diagram of the applied geolocation algorithm. 

 

5.3.3 Implementation 

The general flow of the iterative algorithm is depicted in Figure 3. The coordinates of the points 𝑇𝐻, 𝑇𝐿 
and 𝑇𝑁 are computed in the local vertical, local horizontal (LVLH) coordinate system (section 4.3). 

DEM access and the output of the final 3D positions of the grid require two coordinate transformations: 
the transform 𝐶𝐿𝑉𝐿𝐻→𝐸𝐶𝐸𝐹(∙) from LVLH frame to global Earth centered, Earth fixed frame (ECEF) and the 
conversion  𝐶𝐸𝐶𝐸𝐹→𝑊𝐺𝑆(∙) from Cartesian ECEF coordinates to geodetic latitude, longitude and height 
above the WGS-84 ellipsoid. The definitions of these transformations are given in section 4.3. 

 

For each position of the correction grid 𝑋𝑔 with corresponding radar times 𝑡𝑔, 𝜏𝑔 and satellite state vector 

𝑋𝑠(𝑡𝑔), 𝑋̇𝑠(𝑡𝑔), the geolocation computation algorithm performs the following operations: 

 

 

1. Initialization 

To initialize the iterative algorithm, the LVLH coordinates of the points  𝑇𝐻 and 𝑇𝐿 are defined 
as: 

 

𝑇𝐻 = [0 0 +𝑅𝑔]𝑇

𝑇𝐿 = [0 0 −𝑅𝑔]𝑇   Eq. 10 

 

The WGS-84 coordinates [𝜑𝐻 𝜆𝐻 ℎ𝐻]𝑇 and [𝜑𝐿 𝜆𝐿 ℎ𝐿]𝑇 in the ECEF frame are computed 
with the concatenated transforms 𝐶𝐿𝑉𝐿𝐻→𝐸𝐶𝐸𝐹(∙) and 𝐶𝐸𝐶𝐸𝐹→𝑊𝐺𝑆(∙) as: 
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[𝜑𝐻/𝐿 𝜆𝐻/𝐿 ℎ𝐻/𝐿]𝑇 = 𝐶𝐸𝐶𝐸𝐹→𝑊𝐺𝑆 (𝐶𝐿𝑉𝐿𝐻→𝐸𝐶𝐸𝐹(𝑇𝐻/𝐿))  Eq. 11 

 

The height differences of TH and TL relative to the DEM height hDEM(φH/L, λH/L) at 

corresponding latitude/longitude coordinate are given by: 

 

𝛿ℎ𝐻/𝐿 = ℎ𝐻/𝐿 − ℎ𝐷𝐸𝑀(𝜑𝐻/𝐿 , 𝜆𝐻/𝐿)  

ℎ𝐷𝐸𝑀(𝜑𝐻/𝐿 , 𝜆𝐻/𝐿) = 𝐻𝐷𝐸𝑀(𝜑, 𝜆) + 𝑁(𝜑, 𝜆)  

 

Eq. 12 

The values 𝐻𝐷𝐸𝑀 and 𝑁 at the different locations (𝜑𝐻/𝐿 , 𝜆𝐻/𝐿) are computed by bilinear 

interpolation. 

 

 

2. Iteration 
In each iteration step, the algorithm computes the LVLH coordinates of point 𝑇𝑁 =
[𝑥𝑁 𝑦𝑁 𝑧𝑁]𝑇 by choosing its z coordinate as weighted sum of the LVLH z-coordinates of 𝑇𝐻 
and 𝑇𝐿 (be aware that 𝛿ℎ𝐻 ≥ 0 and 𝛿ℎ𝐿 ≤ 0). 

 

𝑧𝑁 =
𝛿ℎ𝐻𝑧𝐿−𝛿ℎ𝐿𝑧𝐻

𝛿ℎ𝐻−𝛿ℎ𝐿
  Eq. 13 

 

The LVLH 𝑥𝑁 and 𝑦𝑁 coordinates result from the zero-Doppler condition 〈𝑋̇𝑠, 𝑇𝑁〉 = 0. 
Consequently, the 𝑥𝑁 coordinate is always zero and the 𝑦𝑁 coordinate is computed as: 

 

𝑦𝑁 = 𝑑 ∙ √𝑅𝑔
2 − 𝑧𝑁

2   Eq. 14 

 

The corresponding geodetic coordinates 𝜑𝑁 , 𝜆𝑁 are computed with the transforms 
CLVLH→ECEF(∙) and CECEF→WGS(∙). Depending whether 

 

𝛿ℎ𝑁 = ℎ𝑁 − ℎ𝐷𝐸𝑀(𝜑𝑁, 𝜆𝑁)  

ℎ𝐷𝐸𝑀(𝜑𝑁, 𝜆𝑁) = 𝐻𝐷𝐸𝑀(𝜑, 𝜆) + 𝑁(𝜑, 𝜆)   
Eq. 15 

 

is positive or negative, either TN and TL or TH and TN define the new search interval, i.e. the 
start and end points of a new sub-arc for next iteration. 

 

3. Stop criterion decision and final result computation 

The iterative computation stops if the absolute value of 𝛿ℎ𝑁 drops below a predefined 
threshold. Based on the value for 𝑇𝑁 from the last iteration, the 3D coordinates of the grid point 
in Cartesian and WGS representation result by coordinate transforms as: 

 

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 = 𝐶𝐿𝑉𝐿𝐻→𝐸𝐶𝐸𝐹(𝑇𝑁)

         [𝜑𝑔 𝜆𝑔 ℎ𝑔]𝑇 = 𝐶𝐸𝐶𝐸𝐹→𝑊𝐺𝑆(𝑋𝑔)
  Eq. 16 
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6 Correction Algorithms 

6.1 Direct Integration of NWM for Tropospheric Delays 

6.1.1 Overview 

The direct integration retrieves the tropospheric delay by numerical integration of air refractivity modelled 
along the line of sight (LOS) between the sensor and a location on ground. To a first approximation, this 
can be seen as raytracing. In a strict sense, the actual path of signal propagation differs slightly from the 
geometric LOS due to the additional bending effect, which is usually considered in rigorous atmospheric 
ray-tracing methods [I5]. However, for the steep to medium incidence angles of Sentinel-1 acquisitions 
(about 20° to 45°, [I1]) the contribution of the bending is expected to reach a few millimeters at the most 
[I6], which allows us to simplify the integration for the geometric LOS. The total amount of the 
tropospheric delay is on the order of 2 to 4 meters, depending on terrain height and local incidence 
angle. 

The air refractivity can be expressed as a function of temperature T, pressure P and specific humidity q 
and is obtained for each location along the integration path and for the time of observation from 4-D 
numerical weather prediction (NWP) data. NWP parameters are available from the operational forecast 
model of ECWMF (European Centre for Medium-Range Weather Forecasts) at given instants of time and 
as 3-D stacks of data, i.e. stratified in a number of vertical layers or model levels (ML). [I7]. The direct 

integration is carried out over discrete intervals R in line-of-sight (LOS) direction, requiring the involved 
NWP data to be properly interpolated horizontally and vertically in each step. 

The implementation of this direct integration method in the SETAP is based on DLR’s SAR Geodesy 
Processor SGP which is documented in [I9][I10]. ECMWF data of type operational (analysis) are used to 
calculate the local state of the troposphere, specifically the parameters [I7]: 

• Geopotential s (surface level) [m²/s²] 
• Temperature Ti [K] at model levels i=1…MLmax 

• Specific humidity qi  [kg/kg] at model levels i=1…MLmax  
• Surface pressure Ps [Pa] (surface level)  
• Mean sea level (MSL) pressure PMSL [Pa] (single-level) 

 

 
Figure 4: Direct integration of ECMWF numerical weather prediction data. Example for a single 
integration location (red) for the LOS as defined by the grid point (blue). The model levels below and 
above the integration location are horizontally interpolated for the parameters T,P,q which are then 
interpolated vertically. 
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6.1.2 Inputs/Outputs 

The symbols for input, algorithm and output of the direct integration computation are summarized in 
Table 4. If applicable, source and referenced symbol refer to an external definition of the applied 
parameter. 
 
Please note that for reasons of simplicity, the same symbols are used for non-interpolated and 
interpolated versions of variables. The same applies for the variables with non-reduced and with 
reduced number of model levels given in Table 4 and used in the implementation below. 
 

Table 4: List of symbols used by direct integration of NWM for tropospheric delays 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝑛𝑔,𝑎𝑧 No. of azimuth samples of grid Table 1  

𝑛𝑔,𝑟𝑔 No. of range samples of grid Table 1  

𝜙𝑠 NWM surface geopotential [m2s-2] AUX_TRO [A5]  

𝑇 NWM temperature [K] AUX_TRO [A5]  

𝑞 NWM specific humidity [kgkg-1] AUX_TRO [A5]  

𝑃𝑠 Surface pressure [Pa] AUX_TRO [A5]  

𝑃𝑚𝑠𝑙 Mean sea level pressure AUX_TRO [A5]  

𝑐 Speed of light in vacuum, [m s-1]   

𝑅𝑑 gas constant  for 1 kg of dry air, 
287.0 [J K−1kg−1] 

[I11], pp 65 𝑅𝑑 

𝑎 ECMWF model level coefficient [Pa] [I8] 𝑎 

𝑏 ECMWF model level coefficient [I8] 𝑏 

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 Correction grid 3D position, [m] Table 3  

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of 
correction grid, [m] 

Table 2  

𝜑𝑔 geodetic latitude of correction grid location Table 3  

𝜆𝑔 longitude of correction grid location Table 3  

ℎ𝑔 ellipsoidal height of correction grid location Table 3  

𝑁𝑔 Geoid undulation of grid [m]   

𝑧𝑡𝑟𝑜𝑝𝑜 Height of tropopause [m] Internal configuration   

∆𝑅𝑓𝑖𝑛𝑒 Integration interval below tropopause [m] Internal configuration   

∆𝑅𝑐𝑜𝑎𝑟𝑠𝑒 Integration interval above tropopause [m] Internal configuration   

𝑜𝑁𝑊𝑃 Oversampling of NWP data by horizontal 
interpolation 

Internal configuration   

𝑘𝑀𝐿𝑅 Model level reduction factor Internal configuration   

Algorithm 

𝑛𝑁𝑊𝑃,𝑙𝑜𝑛 No. of longitudes of NWM   

𝑛𝑁𝑊𝑃,𝑙𝑎𝑡 No. of latitudes of NWM   

𝑀𝐿 Number of NWM levels    

𝜑𝑁𝑊𝑃,𝑚𝑖𝑛 Min. latitude of NWM [°]   

𝜑𝑁𝑊𝑃,𝑚𝑎𝑥 Max. latitude of NWM [°]   

𝜆𝑁𝑊𝑃,𝑚𝑖𝑛 Min. longitude of NWM [°]   

𝜆𝑁𝑊𝑃,𝑚𝑎𝑥 Max. longitude of NWM [°]   

∆𝑡𝑁𝑊𝑃 NWM analysis interval [s]   

𝑔 gravitational acceleration [m2 s-2]   

𝑃 Pressure at ML [Pa]   
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𝜙 Geopotential at ML [m2 s-2]   

𝑇𝑠,𝑐𝑜𝑟𝑟 Corr. surface temperature [K]   

𝑇𝑚𝑠𝑙,𝑐𝑜𝑟𝑟 Corr. Temperature at MSL [K]   

𝑇𝑣𝑛 Virtual temperature at model level n, [K]   

𝑀𝐿𝑟𝑒𝑑 Number of levels in reduced NWM   

∆𝑅 Integration interval [m]   

𝑒𝑔𝑠 Unit vector grid point to satellite LOS   

ℎ𝑛 Ellipsoidal height of point on integration 
path [m] 

  

𝑧𝑛 Mean sea level (MSL) height of point on 
integration path [m] 

  

𝑋𝑖 = [𝑥𝑖 𝑦𝑖 𝑧𝑖]𝑇 Position on integration path [m]   

𝑆𝑃𝐷𝑡𝑟𝑜 Tropospheric slant-range path delay for 
NWM time instant [m] 

  

Output 

Δ𝜏𝑡𝑟𝑜 Tropospheric path delay for acquisition time 
[s] 

  

Δ𝑅𝑡𝑟𝑜 Tropospheric slant-range path delay for 
acquisition time [m] 

  

6.1.3 Implementation 

The following operations are performed to calculate the correction for tropospheric delays. While steps 
1-5 are carried out for each analysis time instant of NWP data, step 6 is carried out only once. 

 

1. Calculation of pressure and geopotential for each NWM full and half model level 

Pressure values at each full and half ML are derived from surface pressure using ECMWF’s 
model level definition coefficients a [Pa] and b, which are defined at half levels [I8]: 

 

𝑃𝑛+1/2 = 𝑎 𝑛+1/2 + 𝑏 𝑛+1/2 ∙ 𝑃𝑠,       0 ≤ 𝑛 ≤  𝑀𝐿       Eq. 17 

 

𝑃𝑛 = (𝑃𝑛−1/2  +  𝑃𝑛+1/2)/2,             1 ≤ 𝑛 ≤  𝑀𝐿       Eq. 18 

 

Geopotential at each full and half ML is derived based on pressure, temperature and specific 
humidity. 

 

𝜙𝑛+1/2 =  {

𝜙𝑠              |               𝑛 = 𝑀𝐿
𝜙

𝑛+
1

2
+1 +  𝑅𝑑 ∙  𝑇𝑣𝑛 ∙ln(

𝑃
𝑛+

1
2+1

𝑃
𝑛+

1
2

)   |    𝑛 ≠𝑀𝐿
} ,      0 ≤  𝑛 <  𝑀𝐿   Eq. 19 

 

𝜙𝑛 =  {𝜙𝑛+1/2 + 𝑐𝑛 ∙ 𝑅𝑑 ∙ 𝑇𝑣𝑛},          1 ≤ 𝑛 ≤  𝑀𝐿      Eq. 20 

 
with  

𝑐𝑛 = {

 ln(2)                                                |     𝑛 = 1

1 −
𝑃

𝑛−
1
2

𝑃
𝑛+

1
2

 − 𝑝
𝑛−

1
2

𝑙𝑛 (
𝑃

𝑛+
1
2

𝑃
𝑛−

1
2

)    |    𝑛 ≠ 1
}  and  𝑇𝑣𝑛 = 𝑇𝑛 ∙ (1 + 0.608 ∙ 𝑞𝑛) 
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These steps are essential to transform between model parameters referenced w.r.t pressure levels 
and geopotential levels and the Cartesian coordinate system of the integration. 

 

2. Calculation of corrected surface and mean sea level temperature 

 

𝑇𝑠,𝑐𝑜𝑟𝑟 = {
𝑇̃𝑠,𝑐𝑜𝑟𝑟𝑚  |   𝑇̃𝑠,𝑐𝑜𝑟𝑟  ≥  𝑇𝑀𝐿

         𝑇𝑠        |   𝑇̃𝑠𝑚𝑐𝑜𝑟𝑟𝑚 < 𝑇𝑀𝐿

}        Eq. 21 

 
with 

𝑇̃𝑠,𝑐𝑜𝑟𝑟 = (𝑇 𝑠 + max〈255, min〈290.5, 𝑇𝑠〉〉)/2  

𝑇𝑠 = 𝑇 𝑀𝐿 + 0.0065 ∙ 𝑅𝑑/𝑔(𝑀𝐿) ∙ 𝑇𝑀𝐿 ∙ (
𝑃𝑠

𝑃𝑀𝐿
− 1) 

min<…>, max<…> defining the minimum/maximum of the two arguments 

 

 

𝑇𝑚𝑠𝑙,𝑐𝑜𝑟𝑟 = min〈𝑇 𝑚𝑠𝑙 + max〈290.5, 𝑇𝑠〉〉        Eq. 22 

 

with 

𝑇𝑚𝑠𝑙 = 𝑇 𝑠 + 0.0065 ∙ 𝑅𝑑/𝑔(𝑀𝐿) ∙ 𝜙𝑠 

 

3. Reduction of the number of model levels of NWM 

For reasons of performance of the delay integration, the number of model levels (ML) of the NWM 
is reduced to: 

 

𝑀𝐿𝑟𝑒𝑑 = ⌊
𝑀𝐿

𝑘𝑀𝐿𝑅
⌋ + 𝑀𝐿 mod 𝑘𝑀𝐿𝑅.         Eq. 23 

 

The reduction is carried out such that the surface ML plus every kMLR-th level above of it w.r.t. the 
input NWM are extracted to constitute the reduced NWM used for integration. Variables being 
subject to the ML reduction are T, q,  and p. The reduced NWM can be seen as a vertically sub-
sampled version of the input NWM and of the additional information created in steps 1 and 2. 

 

4. Horizontal interpolation of NWM 

All NWP data needed for integration are pre-interpolated to a finer lateral grid (bicubic method) 
to reduce workload during integration. The amount of oversampling is controlled by the 
configurable parameter 𝑜𝑁𝑊𝑃 for which optimum value is around 10 [I21]. 

 

5. Direct integration of NWM 

For the direct integration, the LOS is traced in discrete intervals R starting at the grid point and 
ending at the highest ML. In each of these tracing steps, the ML below and above the current 
integration location are selected and the values of Tbelow/above, Pbelow/above and qbelow/above at these ML 
are obtained for the current lateral coordinates by horizontal bicubic interpolation (cf. Figure 4). 
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The final pressure P at the actual 3-D coordinates of the integration location is obtained using an 
integrated form of the hydrostatic equation and taking into account the temperature and pressure 
gradients between the two selected ML [I9]: 

 

ln (𝑃) =
2∙𝛿𝑧

−𝐵+√𝐵2−
2𝑅𝑑𝛤𝛿𝑧

𝑔

+ ln (𝑃𝑏𝑒𝑙𝑜𝑤),              Eq. 24 

𝐵 = −𝑅𝑑 ∙ (𝑇𝑣 +
𝛤𝛥𝑝

2
) /𝑔.           Eq. 25 

 

with: 

𝛤 … temperature lapse rate:     𝛤 =
 (𝑇𝑎𝑏𝑜𝑣𝑒−𝑇𝑏𝑒𝑙𝑜𝑤)

𝛥𝑝
 

𝑇𝑣 … virtual temperature:    𝑇𝑣 = −
𝑔

𝑅𝑑
∙

𝛥𝑧

𝛥𝑝
  

𝛥𝑝 … log pressure difference between MLs: 𝛥𝑝 = 𝑙𝑛(𝑃𝑎𝑏𝑜𝑣𝑒/𝑃𝑏𝑒𝑙𝑜𝑤) 

𝛥𝑧 … height difference between MLs:  𝛥𝑧 = 𝑧𝑀𝑆𝐿,𝑎𝑏𝑜𝑣𝑒 − 𝑧𝑀𝑆𝐿,𝑏𝑒𝑙𝑜𝑤 

𝛿𝑧 … height increment w.r.t. to lower ML:  𝛿𝑧 = 𝑧𝑀𝑆𝐿 − 𝑧𝑀𝑆𝐿,𝑏𝑒𝑙𝑜𝑤 

𝑧𝑀𝑆𝐿,𝑏𝑒𝑙𝑜𝑤 , 𝑧𝑀𝑆𝐿,𝑎𝑏𝑜𝑣𝑒:     MSL height of ML below and above the  

current position along integration path. 

𝑅𝑑 … gas constant  for 1 kg of dry air [I11]:  𝑅𝑑 = 287.0 J K−1kg−1. 

The gravitational acceleration g at latitude  and height zn is calculated as in [I9]: 

𝑔(𝑧, 𝜑) ≈ 𝑔𝑠(𝜑) ∙ (
𝑅𝑠(𝜑)

𝑅𝑠(𝜑) + 𝑧𝑛
)

2
         Eq. 26 

 
with  

 𝑔𝑠(𝜑) = 𝑔𝑒 ∙ (
1+𝑘𝑠𝑜𝑚𝑖𝑔∙𝑠𝑖𝑛2𝜑

√1−𝑒2∙𝑠𝑖𝑛2𝜑
)  Gravitational acc. on ellipsoid at latitude  

 𝑅𝑠(𝜑) =
𝑎𝐸𝑎𝑟𝑡ℎ

1+𝑓+𝑔𝑟−2𝑓𝑠𝑖𝑛2𝜑
   Effective Earth radius at latitude  

 𝑧𝑛 = ℎ𝑛 − 𝑁𝑔    Mean sea level height of point n on integration path 

 𝑔𝑒 = 9.7803253359 ms−2  Equatorial gravity 

 𝑎𝐸𝑎𝑟𝑡ℎ = 6378137.0 𝑚   WGS84 ellipsoid semi-major axis 

 𝑓 = 0.003352811    WGS84 ellipsoid flattening 

 𝑒 = 0.081819    WGS84 ellipsoid eccentricity 

 𝑔𝑟 = 0.003449787   WGS84 ellipsoid gravitation ratio 

 𝑘𝑠𝑜𝑚𝑖𝑔 = 1.931853 ∙ 10−3  Somigliana’s constant  

 

Thus, local pressure is obtained considering physical dependencies within the troposphere, not 
just by geometric interpolation. Using ratios of logarithmical differences between p and the two 
ML pressures pbelow/above as weights for Tbelow/above and qbelow/above respectively, T and q at the actual 
coordinates along LOS are obtained as well [I9]: 

 

𝑇 = 𝑇𝑣 + 𝛤 ∙ (ln (𝑝) − 𝑝̅)          Eq. 27 
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𝑞 = 𝛼 ∙ 𝑞𝑎𝑏𝑜𝑣𝑒 + (1 − 𝛼) ∙ 𝑞𝑏𝑒𝑙𝑜𝑤         Eq. 28 

 

with:  

𝑝̅ … mean logarithm pressure:  𝑝̅ =
 ln(𝑃𝑏𝑒𝑙𝑜𝑤)+ln (𝑃𝑎𝑏𝑜𝑣𝑒)

2
 

𝛼 … vertical interpolation weight: 𝛼 =
 ln(𝑃)−ln (𝑃𝑏𝑒𝑙𝑜𝑤)

ln(𝑃𝑏𝑒𝑙𝑜𝑤)−ln (𝑃𝑎𝑏𝑜𝑣𝑒)
 

 
Special cases arise near the topographic surface where the integration location may be below the 
lowest MLs of T, P and q. Therefore, the NWP data are extended to the surface level and the MSL 
if needed, to allow the usage of the interpolation procedure as described above. The details of 
this extension are covered in [I9]. 

Having determined the three tropospheric state variables for the current tracing interval n, dry 
and the wet delay differentials are calculated and integrated into the total slant-range path delay 
by using the approximate hydrostatic equation for non-ideal gas [I10]: 

 

𝑆𝑃𝐷𝑡𝑟𝑜 = 10−6 ∑ (𝑘1
𝑃𝑛

𝑇𝑛
+ 𝑘2

′ 𝑒𝑛

𝑇𝑛
+ 𝑘3

𝑒𝑛

𝑇𝑛
2) ∆𝑅𝑛   for   𝑛  |  𝑧𝑔  ≤  𝑧𝑛  ≤ 𝑧𝑀𝐿_𝑡𝑜𝑝   Eq. 29 

 

where 

  𝑒𝑛 ≅ 𝑞𝑛𝑃𝑛/𝜀  

𝑘2
′ = (𝑘2 − 𝜀𝑘1)  

𝑘1 = 0.776 K Pa−1  

𝑘2 = 0.716 K Pa−1  

𝑘3 = 3750 K2Pa−1  

𝜀 = 𝑅𝑑/𝑅𝑤 

𝑅𝑤 = 461.51 J K−1kg−1 … gas constant for 1 kg of water vapor [I11] 

𝑧𝑀𝐿_𝑡𝑜𝑝 …                          MSL height of top model layer  

 

Constants k1…k3 are chosen from Smith and Weintraubt [I12], following the justification given in 
[I10]. The described steps are repeated by progressing in intervals R in the LOS direction’s unit 
vector𝑒𝑔𝑠, i.e. over positions 𝑋𝑛 until arriving at the highest model level zML,top: 

 

𝑋𝑖+1: = 𝑋𝑖 + 𝑒𝑔𝑠∆𝑅            Eq. 30 

where 

 𝑋𝑖=0 = 𝑋𝑔 

 𝑒𝑔𝑠 =
𝑋𝑠−𝑋𝑔

|𝑋𝑠−𝑋𝑔|
 

 

As the variation of the dry and wet delay changes above the tropopause is less severe than below, 
R is changed from a finer value Rfine to a coarser value Rcoarse at the height of the tropopause, 
to reduce the computational effort. This transition is defined through the mean tropopause of 
the tropical areas which is assumed with 17 km. 
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6. Temporal interpolation of integration results of NWM time instants for time 

The tropospheric slant-range path delay for the time of the radar data acquisition results from 
weighted summation of the tropospheric SPD obtained for the different NWM time instants: 

                

Δ𝑅𝑡𝑟𝑜 = {
(1 − 𝑤) ∙ 𝑆𝑃𝐷𝑇𝑅𝑂,1 + 𝑤 ∙ 𝑆𝑃𝐷𝑇𝑅𝑂,2,     𝑤 =

𝑡0−𝑡𝑁𝑊𝑃,1

Δ𝑡𝑁𝑊𝑃
       |         𝑡𝑁𝑊𝑃,1 ≤ 𝑡0 ≤ 𝑡𝑁𝑊𝑃,2

(1 − 𝑤) ∙ 𝑆𝑃𝐷𝑇𝑅𝑂,2 + 𝑤 ∙ 𝑆𝑃𝐷𝑇𝑅𝑂,3,      𝑤 =
𝑡0−𝑡𝑁𝑊𝑃,2

Δ𝑡𝑁𝑊𝑃
      |     𝑡𝑁𝑊𝑃,2 ≤ 𝑡0 ≤ 𝑡𝑁𝑊𝑃,3

}   Eq. 31 

 

The corresponding range time delay is obtained by: 

 

Δ𝜏𝑡𝑟𝑜 = 2 ∙ ∆𝑅𝑡𝑟𝑜/𝑐            Eq. 32 

 

6.2 Ionospheric Delays Computation from Global TEC Maps 

6.2.1 Overview 

The ionosphere between about 50 to 1500 km altitude contains free electrons and charged particles 
which cause frequency dependent path delays for microwave signals. This ionization of the upper part of 
Earth’s atmosphere is driven by solar radiation. The peak concentration of particles is around a height of 
400 km [I13]. Therefore, global ionospheric maps derived from GNSS observations of the global IGS 
network describe the ionosphere as vertical Total Electron Content (vTEC) condensed to a spherical layer 
at peak height [I14]. The daily sets of maps computed by CODE (Center of Orbit Determination in Europe) 
are provided as inputs to the algorithm (AUX_TEC) [A5].  

The GNSS-based ionospheric modelling uses the TEC in TEC units (1 TECU = 1016 electrons per m²) which 
is frequency independent. Therefore, the TEC can be readily scaled to frequency-dependent delays of the 
Sentinel-1 C-band by applying the first order ionospheric model underlying the TEC map generation 
[I13][I14]. The outcome is the ionospheric delay in slant-range in units of seconds, which is up to 0.5m 
for the Sentinel-1 C-Band  

For a given correction grid point, the vTEC is interpolated at the location of the ionospheric pierce point 
(IPP), which is defined by the analytical LOS intersection with the spherical layer (Figure 5). Because the 
original determination of the vTEC is carried out in a solar fixed frame, each map was rotated for the 
earth fixed frame according to the 1 hour temporal product sampling. Consequently, the temporal 
interpolation for the azimuth times of the grid takes into account this time variant transformation by 
modifying the longitude interpolation argument for the time difference of the grid with respect to the 
two involved TEC map (before and after the data take event). 

Moreover, the algorithm accounts for the fact that the Sentinel-1 orbit with an altitude of about 712 km 
is still within the upper region of the ionosphere. The applied empirical approach uses a constant scaling 
parameter 𝛼 = 0.9 to model the situation. The use of a constant empirical factor may not reflect the real 
situation but the approach remains transparent for users through the ETAD product annotation [A4]. 
 



 

S1-ETAD Doc. ID ETAD-DLR-DD-0008 

Algorithm Technical Baseline Document 
Issue 2.3 
Date 09.03.2023 

– Public – Page 38 of 54 
 

 

 
Figure 5: Ionospheric delay computation using the single layer vertical TEC model. 

 

6.2.2 Inputs/Outputs 

The symbols for input, algorithm and output of the ionospheric delay computation are summarized in 
Table 5. If applicable, source and referenced symbol refer to an external definition of the applied 
parameter. For internal parameters provided by the algorithms described in this document, source refers 
to the corresponding table. 

 

Table 5: List of symbols used by ionospheric delay computation 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝑡𝑔 Zero Doppler azimuth time of correction grid 
location 

Table 1  

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 Correction grid 3D position Table 3  

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of 
correction grid 

Table 2  

𝑓𝑆1 Sentinel-1 radar frequency, [Hz] L1 product 
annotation, 
[I1] 

/product/generalAnnotation/ 
productInformation/ 
radarFrequency 

𝐶𝐼 TEC proportionality factor, 40.3 ∙ 1016 [m³ s-²] [I14], pp. 53 CX/2 

𝑐 Speed of light in vacuum, [m s-1]   

𝐻1 Height of the TEC spherical layer, 450 km AUX_TEC, 
[A5] 

HGT1 

𝑅𝐵 TEC model base radius, i.e. mean Earth 
radius, 6371.0 km 

AUX_TEC, 
[A5] 

BASE RADIUS 

𝑇𝑣𝑇𝐸𝐶,𝑖 Epochs of daily TEC maps, i = 1,25  
YYYY MM DD hh mm ss 

AUX_TEC, 
[A5] 

EPOCH OF CURRENT MAP 

𝐸𝑣𝑇𝐸𝐶,𝑖(𝜙𝑣𝑇𝐸𝐶 , 𝜆𝑣𝑇𝐸𝐶) TEC maps of daily map product, i = 1,25 
TECU 

AUX_TEC, 
[A5] 

 

𝜙𝑣𝑇𝐸𝐶 Geocentric latitude annotated to TEC map AUX_TEC, 
[A5] 

 

𝜆𝑣𝑇𝐸𝐶 Longitude annotated to TEC map AUX_TEC, 
[A5] 

 

𝜔𝑒 Earth rotation constant, 360°/24h   

𝛼 Scaling factor of vTEC due to Sentinel-1 orbit 
altitude, set to 0.9 

internal 
configuration 
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Algorithm 

𝑋𝐼𝑃𝑃

= [𝑥𝐼𝑃𝑃 𝑦𝐼𝑃𝑃 𝑧𝐼𝑃𝑃]𝑇 
Ionospheric pierce point 3D position   

𝜙𝐼𝑃𝑃 Geocentric latitude of IPP   

𝜆𝐼𝑃𝑃 Longitude of IPP   

𝜆𝐼𝑃𝑃,𝑖
′  Longitude of the IPP modified for Earth 

rotation for the ith map 
  

𝑠 Auxiliary parameter for the IPP computation   

𝑧′ Zenith angle at IPP of the satellite to grid 
point line of sight 

  

𝑀(𝑧′) Ionospheric mapping function depending on 
IPP zenith angle 

  

Output 

∆𝜏𝑖𝑜𝑛 slant range ionospheric delay, 2-way, [s]   

 

6.2.3 Implementation 

For each position of the correction grid 𝑋𝑔 with its corresponding azimuth time 𝑡𝑔, the ionospheric delay 

computation algorithm performs the following operations: 
 

1. Computation of the ionospheric pierce point 𝐗𝐈𝐏𝐏 

The line-of-sight defined by Xg and Xs(tg) is intersected with the spherical layer defined by the 

base radius RB and the height of the TEC layer H1. Because the quadratic equation solved for 
intermediate parameter 𝑠 yields two solutions, the solution that is closer to satellite is selected. 

𝑋𝐼𝑃𝑃 = 𝑋𝑔 + 𝑠
𝑋𝑠(𝑡𝑔)−𝑋𝑔

|𝑋𝑠(𝑡𝑔)−𝑋𝑔|
   Eq. 33 

(𝐻1 + 𝑅𝐵)2 = 𝑥𝐼𝑃𝑃
2 + 𝑧𝐼𝑃𝑃

2 + 𝑧𝐼𝑃𝑃
2   Eq. 34 

 

2. Conversion of the Cartesian 𝐗𝐈𝐏𝐏 coordinates to geocentric latitude 𝛗𝐈𝐏𝐏 and longitude 
𝛌𝐈𝐏𝐏 

 

𝜆𝐼𝑃𝑃 = arctan  
𝑦𝐼𝑃𝑃

𝑥𝐼𝑃𝑃
   Eq. 35 

𝜙IPP = arctan  
𝑧𝐼𝑃𝑃

√𝑥𝐼𝑃𝑃
2 +𝑦𝐼𝑃𝑃

2
  

Eq. 36 

 

3. Interpolation of the vertical TEC at the IPP location (𝝋𝑰𝑷𝑷, 𝝀𝑰𝑷𝑷)  for time 𝒕𝒈 

For the two adjacent vTEC maps (i.e. 𝑇𝑣𝑇𝐸𝐶,𝑖 ≤ 𝑡𝑔 < 𝑇𝑣𝑇𝐸𝐶,𝑖+1) the algorithm first applies two 

bilinear interpolations to compute the vTEC in both selected maps at IPP location. The 
computation of these values 𝐸𝑣𝑇𝐸𝐶,𝑖(𝜑𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖

′ ) and 𝐸𝑣𝑇𝐸𝐶,𝑖+1(𝜑𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖+1
′ ) requires the 

longitude to be modified for Earth rotation: 

 

𝜆𝐼𝑃𝑃,𝑖
′ = 𝜆𝐼𝑃𝑃 + (𝑡𝑔 − 𝑇𝑣𝑇𝐸𝐶,𝑖) ∙ 𝜔𝑒   

𝜆𝐼𝑃𝑃,𝑖+1
′ = 𝜆𝐼𝑃𝑃 + (𝑡𝑔 − 𝑇𝑣𝑇𝐸𝐶,𝑖+1) ∙ 𝜔𝑒    

Eq. 37 
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𝐸𝑣𝑇𝐸𝐶,𝑖(𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖
′ ) = 𝑖𝑛𝑡𝑏𝑖𝑙𝑖𝑛𝑒𝑎𝑟 (𝐸𝑣𝑇𝐸𝐶,𝑖(𝜙

𝑣𝑇𝐸𝐶
, 𝜆𝑣𝑇𝐸𝐶), 𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖

′  )  

𝐸𝑣𝑇𝐸𝐶,𝑖+1(𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖+1
′ ) = 𝑖𝑛𝑡𝑏𝑖𝑙𝑖𝑛𝑒𝑎𝑟 (𝐸𝑣𝑇𝐸𝐶,𝑖+1(𝜙

𝑣𝑇𝐸𝐶
, 𝜆𝑣𝑇𝐸𝐶), 𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖+1

′ )    
Eq. 38 

 

Subsequently, the linear temporal interpolation yields the vTEC at azimuth grid time: 

 

𝐸𝑣𝑇𝐸𝐶(𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃 , 𝑡𝑔) =
𝑇𝑣𝑇𝐸𝐶,𝑖+1−𝑡𝑔

𝑇𝑣𝑇𝐸𝐶,𝑖+1−𝑇𝑣𝑇𝐸𝐶,𝑖
𝐸𝑣𝑇𝐸𝐶,𝑖(𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖

′ ) +

𝑡𝑔−𝑇𝑣𝑇𝐸𝐶,𝑖𝑖

𝑇𝑣𝑇𝐸𝐶,𝑖+1−𝑇𝑣𝑇𝐸𝐶,𝑖
𝐸𝑣𝑇𝐸𝐶,𝑖+1(𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃,𝑖+1

′ )   

Eq. 39 

 
 

4. Computation of mapping function 𝑴(𝒛′) for slant range mapping 

The zenith angle 𝑧′ at the IPP w.r.t. satellite LOS is inferred from the scalar product of the 
direction vectors: 

𝑧′ = acos (
𝑋𝐼𝑃𝑃

|𝑋𝐼𝑃𝑃|
∙

𝑋𝑠(𝑡𝑔)−𝑋𝐼𝑃𝑃

|𝑋𝑠(𝑡𝑔)−𝑋𝐼𝑃𝑃|
)  Eq. 40 

𝑀(𝑧′) =
1

cos 𝑧′  Eq. 41 

 

5. Computation of ionospheric slant range delay (seconds two-way) 

 

∆𝜏𝑖𝑜𝑛 =
2∙𝐶𝐼

𝑐∙𝑓𝑆1
2 ∙ 𝐸𝑣𝑇𝐸𝐶(𝜙𝐼𝑃𝑃 , 𝜆𝐼𝑃𝑃 , 𝑡𝑔) ∙ 𝑀(𝑧′) ∙ 𝛼   Eq. 42 

 
 

6.3 Solid Earth Tidal Displacement Computation 

6.3.1 Overview 

The solid Earth tides (SETs) are deformations of the Earth crust which are caused by the gravitational force 
of Sun and Moon. The signal typically varies between -25 cm and +25 cm in the vertical direction but 
there is also a significant horizontal displacement which can reach up to 6 cm [I15].  

The SET computation is driven by date and time. A general computational scheme is shown in Figure 6. 
It requires the constellation of Sun and Moon as seen from the Earth, as well as a geodynamic model 
describing the deformation ability of the solid Earth. The model forms a conventional component of the 
International Terrestrial Reference Frame (ITRF) and is covered in detail by the IERS conventions associated 
with the ITRF [I15]. The information about the Earth’s deformation ability is described by the Love and 
Shida numbers (for their concept and the numerical values see [I16]). They are combined with the 
different diurnal and semi-diurnal tidal frequencies to derive the tidal signal. 

For the position vectors of Sun and Moon, the IERS standards refer to the D421 planetary ephemerides 
issued by NASA Jet Propulsion Laboratory (JPL). A straight forward application of these ephemerides is 
given by the NASA’s SPICE toolkit, which is available as an Application Programming Interface (API) [I20]. 
The SPICE routines rely on so-called kernels that are accessed during computation (see [A3]). The SPICE 
API routines used by the algorithm are summarized in Table 6. 

Note that the 3D tidal displacement computation is performed in units of meters in the global ITRF. 
Therefore, the outcome needs conversion into slant-range and azimuth timing geometry of the correction 



 

S1-ETAD Doc. ID ETAD-DLR-DD-0008 

Algorithm Technical Baseline Document 
Issue 2.3 
Date 09.03.2023 

– Public – Page 41 of 54 
 

 
grid. This conversion is performed by computing the zero Doppler radar times of the grid position 𝑋𝑔  
including the tidal displacement Δ𝑋𝑆𝐸𝑇 and forming the difference to the grid nominal grid radar times. 

 

Table 6: SPICE API functions used by the solid Earth tidal computation algorithm. 

API Function Description 

FURNSH_C Reading of SPICE kernel files 

STR2ET_C Conversion of time string into planetary ephemeris time.  

SPKPOS_C Computation of celestial body position in ITRF 

 

 

 
Figure 6: Computational scheme of the solid Earth tides following the descriptions given in the IERS  
conventions 2010 [I6]. 

6.3.2 Inputs/Outputs 

The symbols for input, algorithm and output of the solid Earth tides computation are summarized inTable 
5. If applicable, source and referenced symbol refer to an external definition of the applied parameter. 
For internal parameters provided by the algorithms described in this document, source refers to the 
corresponding table. 

 

Table 7: List of symbols used by solid Earth tidal displacement computation 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝜏𝑔 Range time of correction grid at instant of 
zero Doppler 

Table 1  

𝑡𝑔 Zero Doppler azimuth time of correction grid 
location 

Table 1  

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 Correction grid 3D position Table 3  

𝜑𝑔 geodetic latitude of correction grid location Table 3  

𝜆𝑔 longitude of correction grid location Table 3  

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of 
correction grid 

Table 2  
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𝑋̇𝑠(𝑡𝑔) = [𝑥̇𝑠 𝑦̇𝑠 𝑧̇𝑠]𝑇 Satellite velocity vector at azimuth time of 

correction grid 
Table 2  

𝑋̈𝑠(𝑡𝑔) = [𝑥̈𝑔 𝑦̈𝑔 𝑧̈𝑔]𝑇 Satellite acceleration vector at azimuth time 
of correction grid 

Table 2  

𝑐 Speed of light in vacuum, [m s-1]   

𝐺𝑀𝑗 Moon gravitational constant (j=2) and 
Heliocentric gravitational constant (j=3) 

[I15], pp 18 Table 1.1, 𝐺𝑀⊕ ∙ 𝜇 and 𝐺𝑀⊙ 

𝐺𝑀𝑒 Geocentric gravitational constant, 
3.986004418 × 1014 [m3 s-2] 

[I15], pp 18 Table 1.1, 𝐺𝑀⊕ 

𝑅𝑒 Earth’s equatorial radius, 6378136.6 [m] [I15], pp 18 Table 1.1, 𝑎𝐸 

𝑓𝑒 Flattening factor of the Earth, 1/298.25642 [I15], pp 18 Table 1.1, 1/𝑓 

ℎ2 Nominal degree 2 Love number [I15], pp 103 Table 7.2 

𝑙2 Nominal degree 2 Shida number [I15], pp 103 Table 7.2 

ℎ3 Nominal degree 3 Love number [I15], pp 103 Table 7.2 

𝑙3 Nominal degree 3 Shida number [I15], pp 103 Table 7.2 

𝑛̅ six-vector of multipliers of the Doodson’s 
fundamental arguments 

[I15], pp 107/8 Table 7.3a/b 

𝛽̅ six-vector of Doodson’s fundamental 
arguments 

[I15], pp 107/8 Table 7.3a/b 

𝛿𝑅𝑓
(𝑖𝑝)

 Frequency dependent Love & Shida number 
correction, radial in-phase  

[I15], pp 107/8 as derived from (7.12c, 7.13c) 

𝛿𝑅𝑓
(𝑜𝑝)

 Frequency dependent Love & Shida number 
correction, radial out-of-phase  

[I15], pp 107/8 as derived from (7.12c, 7.13c) 

𝛿𝑇𝑓
(𝑖𝑝)

 Frequency dependent Love & Shida number 
correction, transverse in-phase 

[I15], pp 107/8 as derived from (7.12c, 7.13c) 

𝛿𝑇𝑓
(𝑜𝑝)

 Frequency dependent Love & Shida number 
correction, transverse out-of-phase 

[I15], pp 107/8 as derived from (7.12c, 7.13c) 

Algorithm 

𝑋𝑗(𝑡𝑔) = [𝑥𝑗 𝑦𝑗 𝑧𝑗]𝑇 Position vector of Moon (j=2) or Sun (j=3) in 
the ITRF at azimuth time of correction grid 

SPICE API Function SPKPOS_C 

𝑅̂𝑗 unit vector from the geocenter to Moon (j=2) 
or Sun (j=3) 

  

𝑅𝑗 Distance from the geocenter to Moon (j=2) 
or Sun (j=3) 

  

𝜆𝑗 Longitude of Moon (j=2) or Sun (j=3)    

ϕj Geocentric latitude of Moon (j=2) or Sun 
(j=3) 

  

𝜙𝑔 Geocentric latitude of correction grid point   

n̂ Unit vector local north, geocentric frame   

ê Unit vector local east, geocentric frame   

r̂ Unit vector local radial, geocentric frame   

Δ𝑟𝐷2 Radial displacement vector, degree 2 tides   

Δ𝑟𝐷3 Radial displacement vector, degree 3 tides   

Δ𝑡𝑑𝑖𝑢 Transverse displacement vector, diurnal band   

Δ𝑡𝑠𝑑𝑖𝑢 Transverse displacement vector, semidiurnal 
band 

  

Δ𝑟𝑜𝑜𝑝,𝑑𝑖𝑢 Out-of-phase radial displacement vector, 
diurnal band 

  

Δ𝑡𝑜𝑜𝑝,𝑑𝑖𝑢 Out-of-phase transverse displacement vector, 
diurnal band 

  

Δ𝑟𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 Out-of-phase radial displacement vector, 
semidiurnal band 

  

Δ𝑡𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 Out-of-phase transverse displacement vector, 
semidiurnal band 
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Δ𝑟𝑓𝐿𝑆,𝑑𝑖𝑢 Frequency dependent radial correction for 

Love & Shida numbers, diurnal band 
  

Δ𝑡𝑓𝐿𝑆,𝑑𝑖𝑢 Frequency dependent transverse correction 
for Love & Shida numbers, diurnal band 

  

Δ𝑟𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 Frequency dependent radial correction for 
Love & Shida numbers, semidiurnal band 

  

Δ𝑡𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 Frequency dependent transverse correction 
for Love & Shida numbers, semidiurnal band 

  

𝜃𝑓 Tide argument for tidal constituent with 
frequency 𝑓 

  

Δ𝑋𝑆𝐸𝑇 Solid Earth tides displacement vector in ITRF   

𝜏𝑠𝑒𝑡 Zero Doppler slant range time of grid 
position with solid Earth tides displacement, 
2-way [s] 

  

𝑡𝑠𝑒𝑡 Zero Doppler azimuth time of grid position 
with solid Earth tides displacement, [s] 

  

𝑋𝑠(𝑡𝑠𝑒𝑡) Zero Doppler satellite position vector for grid 
position with solid Earth tides displacement 

  

𝑋̇𝑠(𝑡𝑠𝑒𝑡) Zero Doppler satellite velocity vector for grid 
position with solid Earth tides displacement 

  

Output 

∆𝜏𝑠𝑒𝑡 slant range solid Earth tidal displacement, 
2-way, [s] 

  

∆𝑡𝑠𝑒𝑡 azimuth solid Earth tidal displacement, [s]   

 

6.3.3 Implementation 

For each position of the correction grid 𝑋𝑔 with its corresponding azimuth time 𝑡𝑔 and satellite position 

𝑋𝑠(𝑡𝑔), the solid Earth tides computation algorithm performs the following operations: 
 

1. Preparation of Sun and Moon position in the ITRF 

The position vectors of Sun and Moon are computed for a reduced timeline of 25 seconds 
sampling (i.e. once per slice), because constellation changes during a few tens of seconds have 
no computational effect on tidal displacements. After initialization with first 𝑡𝑔, the positions are 

only updated if current 𝑡𝑔 exceeds 25 seconds w.r.t. last update. 

Celestial mechanic computations are carried out using the SPICE API. The API is initialized by 
calling FURNSH_C for the configured kernel files [A3]. The subsequent functions are called for 
the reduced grid time 𝑡̃𝑔 which yields the position vectors of Sun and Moon, i.e. Xj=2,3: 

a) STR2ET_C to get the ephemeris time corresponding to 𝑡𝑔 

b) SPKPOS_C with argument “MOON” to get the position in the ITRF,  X2(𝑡𝑔) 

c) SPKPOS_C with argument “SUN” to get the position in the ITRF, X3(𝑡𝑔) 

The positions of Moon (j=2) and Sun (j=3) are converted into direction vectors and into 
geocentric latitude and longitude. 

 

𝑅𝑗 = |𝑋𝑗|  

𝑅̂𝑗 =
𝑋𝑗

𝑅𝑗
    

𝜆𝑗 = arctan  
𝑦𝑗

𝑥𝑗
  

Eq. 43 
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ϕj = arctan  
𝑧𝑗

√𝑥𝑗
2+𝑦𝑗

2
  

 

2. Preparation of grid point 

The vectors of local north, east, and radial direction in the geocentric frame are prepared using 
the geocentric latitude of the grid point. 

 

n̂ = [− sin 𝜙𝑔 cos 𝜆𝑔 − sin 𝜙𝑔 sin 𝜆𝑔 cos 𝜙𝑔]𝑇  

ê = [− sin 𝜆𝑔 cose 𝜆𝑔 0]𝑇  

r̂ = [cos 𝜙𝑔 cos 𝜆𝑔 cos 𝜙𝑔 sin 𝜆𝑔 sin 𝜙𝑔]𝑇   

Eq. 44 

 

𝜙𝑔 = arctan((1 − 𝑓𝑒)2 ∗ tan 𝜑𝑔)  Eq. 45 

 

3. Computation of tidal radial displacements due to degree 2 and 3 tides in time domain 

For details see the equations (7.5) and (7.6) in [I15]. The computations are performed using the 
nominal values of the Love and Shida numbers (see pp 103 in [I15]).  

 

Δ𝑟𝐷2 = ∑
𝐺𝑀𝑗𝑅𝑒

4

𝐺𝑀𝑒𝑅𝑗
3 {ℎ2𝑟̂ (

3(𝑅̂𝑗∙𝑟̂)
2

−1

2
) + 3𝑙2(𝑅̂𝑗 ∙ 𝑟̂)[𝑅̂𝑗 − (𝑅̂𝑗 ∙ 𝑟̂)𝑟̂]}3

𝑗=2   

Δ𝑟𝐷3 = ∑
𝐺𝑀𝑗𝑅𝑒

5

𝐺𝑀𝑒𝑅𝑗
4 {ℎ3𝑟̂ (

5

2
(𝑅̂𝑗 ∙ 𝑟̂)

3
−

3

2
(𝑅̂𝑗 ∙ 𝑟̂)) + 𝑙3 (

15

2
(𝑅̂𝑗 ∙ 𝑟̂)

2
−

3

2
) [𝑅̂𝑗 − (𝑅̂𝑗 ∙ 𝑟̂)𝑟̂]}3

𝑗=2    

Eq. 46 

 

ℎ2 = 0.6078 − 0.0006[(3sin 2 𝜙𝑔 − 1)/2]  

ℎ3 = 0.292  

𝑙2 = 0.0847 + 0.0002[(3sin 2 𝜙𝑔 − 1)/2]   

𝑙3 = 0.015  

Eq. 47 

 

4. Computation of transverse displacement (diurnal & semidiurnal) in time domain 

For details see the equations (7.8) and (7.9) in [I15]. 

 

Δ𝑡𝑑𝑖𝑢 = −0.0024 sin𝜙𝑔 ∑

𝐺𝑀𝑗𝑅𝑒
4

𝐺𝑀𝑒𝑅𝑗
3

3𝑥𝑗𝑧𝑗

𝑅𝑗
2 cos 𝜆𝑗

[sin 𝜙𝑔 cos(𝜆𝑔 − 𝜆𝑗) 𝑛̂ − ⋯

                     cos 2𝜙𝑔 sin(𝜆𝑔 − 𝜆𝑗)𝑒̂]

3
𝑗=2   

Δ𝑡𝑠𝑑𝑖𝑢 = −
0.024

2
sin 𝜙𝑔 cos 𝜙𝑔 ∑

𝐺𝑀𝑗𝑅𝑒
4

𝐺𝑀𝑒𝑅𝑗
3

3(𝑥𝑗
2−𝑦𝑗

2)

𝑅𝑗
2 cos 2𝜆𝑗

[cos 2(𝜆𝑔 − 𝜆𝑗)𝑛̂ + …

                                sin 𝜙𝑔 sin 2(𝜆𝑔 − 𝜆𝑗)𝑒̂]

3
𝑗=2    

Eq. 48 

 

5. Computation of out-of-phase contributions (diurnal & semidiurnal) in time domain 

For details see the equations (7.10a, 7.10b) and (7.11a, 7.11b) in [I15]. The scalar radial 
displacements are projected into radial direction for total effect summation. 
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Δ𝑟𝑜𝑜𝑝,𝑑𝑖𝑢 =
3

4
0.0025 ∑

𝐺𝑀𝑗𝑅𝑒
4

𝐺𝑀𝑒𝑅𝑗
3 sin 2𝜙𝑗 sin 2𝜙𝑔 sin(𝜆𝑔 − 𝜆𝑗)𝑟̂3

𝑗=2    

Δ𝑡𝑜𝑜𝑝,𝑑𝑖𝑢 =
3

2
0.0007 ∑

𝐺𝑀𝑗𝑅𝑒
4

𝐺𝑀𝑒𝑅𝑗
3 sin 2𝜙𝑗 [cos 2𝜙𝑔 sin(𝜆𝑔 − 𝜆𝑗)𝑛̂ + sin 𝜙𝑔 cos(𝜆𝑔 − 𝜆𝑗)𝑒̂]3

𝑗=2    
Eq. 49 

 

Δ𝑟𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 =
3

4
0.0022 ∑

𝐺𝑀𝑗𝑅𝑒
4

𝐺𝑀𝑒𝑅𝑗
3 cos2 𝜙𝑗 cos2 𝜙𝑔 sin 2(𝜆𝑔 − 𝜆𝑗)𝑟̂3

𝑗=2   

Δ𝑡𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 = −
3

4
0.0007

∑
𝐺𝑀𝑗𝑅𝑒

4

𝐺𝑀𝑒𝑅𝑗
3 cos2 𝜙𝑗 [sin 2𝜙𝑔 sin 2(𝜆𝑔 − 𝜆𝑗)𝑛̂ − …3

𝑗=2

                                2cos 𝜙𝑔 cos 2(𝜆𝑔 − 𝜆𝑗)𝑒̂]
   

Eq. 50 

 

6. Computation frequency dependence correction (diurnal & semidiurnal) for Love and 
Shida numbers in frequency domain 

For details see the equation (7.12a, 7.12b) and (7.13a, 7.13b) in [I15]. The computations require 

the Love and Shida frequency correction numbers  𝛿𝑅𝑓
(𝑖𝑝,𝑜𝑝)

,  𝛿𝑇𝑓
(𝑖𝑝,𝑜𝑝)

 (in-phase and out-of-

phase; radial & transverse), see tables 7.3a and 7.3b in [I15].  The tide argument for tidal 
constituent with frequency 𝑓 depends on the Doodson’s fundamental arguments 𝛽̅  (also given 
in the tables). For details see the equation (6.8a) in [I15]. 

 

Δ𝑟𝑓𝐿𝑆,𝑑𝑖𝑢 = [𝛿𝑅𝑓
(𝑖𝑝)

sin(𝜃𝑓 + 𝜆𝑔) + 𝛿𝑅𝑓
(𝑜𝑝)

cos(𝜃𝑓 + 𝜆𝑔)] sin 2𝜙𝑔 𝑟̂   

Δ𝑡𝑓𝐿𝑆,𝑑𝑖𝑢 = [𝛿𝑇𝑓
(𝑖𝑝)

cos(𝜃𝑓 + 𝜆𝑔) − 𝛿𝑇𝑓
(𝑜𝑝)

sin(𝜃𝑓 + 𝜆𝑔)] sin 2𝜙𝑔 𝑒̂ + ⋯  

                      [𝛿𝑇𝑓
(𝑖𝑝)

sin(𝜃𝑓 + 𝜆𝑔) + 𝛿𝑇𝑓
(𝑜𝑝)

cos(𝜃𝑓 + 𝜆𝑔)] cos 2𝜙𝑔 𝑛̂  

Eq. 51 

 

Δ𝑟𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 = (
3

2
sin2 𝜙𝑔 −

1

2
) (𝛿𝑅𝑓

(𝑖𝑝)
cos 𝜃𝑓 + 𝛿𝑅𝑓

(𝑜𝑝)
sin 𝜃𝑓) 𝑟̂   

Δ𝑡𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 = (𝛿𝑇𝑓
(𝑖𝑝)

cos 𝜃𝑓 + 𝛿𝑇𝑓
(𝑜𝑝)

sin 𝜃𝑓) sin 2𝜙𝑔 𝑛̂  
Eq. 52 

 

𝜃𝑓 = 𝑛̅𝛽̅   Eq. 53 

 

7. Computation of total tidal displacement 

Summation of all results from the steps 3 to 6 for total displacement in expressed in global ITRF. 

 

Δ𝑋𝑆𝐸𝑇 = Δ𝑟𝐷2 + Δ𝑟𝐷3 + Δ𝑡𝑑𝑖𝑢 + Δ𝑡𝑠𝑑𝑖𝑢 + Δ𝑟𝑜𝑜𝑝,𝑑𝑖𝑢 + Δ𝑡𝑜𝑜𝑝,𝑑𝑖𝑢 + ⋯  

                 Δ𝑟𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 +  Δ𝑡𝑜𝑜𝑝,𝑠𝑑𝑖𝑢 + Δ𝑟𝑓𝐿𝑆,𝑑𝑖𝑢 + Δ𝑡𝑓𝐿𝑆,𝑑𝑖𝑢 + Δ𝑟𝑓𝐿𝑆,𝑠𝑑𝑖𝑢 + Δ𝑡𝑓𝐿𝑆,𝑠𝑑𝑖𝑢  

 

Eq. 54 

8. Conversion to slant range and azimuth timing correction 

Solving the azimuth equation of zero Doppler for the tide-corrected grid position yields the 
modified zero Doppler azimuth time  𝑡𝑠𝑒𝑡 and a corresponding range time 𝜏𝑠𝑒𝑡. The search for 𝑡𝑠𝑒𝑡 
is performed by Newton iteration resolving the equation down to a threshold of 10-9. The method 
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employs state vector interpolation as described in section 5.2. Forming the differences to the 
nominal grid times provides the corrections. 

 

𝑋̇𝑠(𝑡𝑠𝑒𝑡)∙(𝑋𝑔+Δ𝑋𝑆𝐸𝑇−𝑋𝑠(𝑡𝑠𝑒𝑡))

|𝑋̇𝑠(𝑡𝑠𝑒𝑡)|∙|𝑋𝑔+Δ𝑋𝑆𝐸𝑇−𝑋𝑠(𝑡𝑠𝑒𝑡)|
= 0  

 

𝜏𝑠𝑒𝑡 =
2 |𝑋𝑔+Δ𝑋𝑆𝐸𝑇−𝑋𝑠(𝑡𝑠𝑒𝑡)|

𝑐
  

Eq. 55 

 

 ∆𝑡𝑠𝑒𝑡 =  𝑡𝑠𝑒𝑡 − 𝑡𝑔  

∆𝜏𝑠𝑒𝑡 =  𝜏𝑠𝑒𝑡 − 𝜏𝑔  
Eq. 56 

 

6.4 Sentinel-1 System Corrections 

6.4.1 Overview 

The Sentinel-1 system specific corrections deal with the sub-pixel level deviation of the IPF SLC product 
annotation with respect to conventional zero-Doppler geometry. The corrections allow for the refinement 
of the azimuth and range annotation in post-processing without modifying the SLC image. Three 
corrections are required [I17][I18]: 

• Bistatic effects in azimuth: correction for the movement of the platform between pulse 
transmission and echo reception (quasi-bistatic situation); up to 4 meters in azimuth 

• Doppler shifts in range: removal of the Doppler frequency shifts in the range pulses; ±0.4 meter 
in range  

• FM-rate mismatch in azimuth: removal of the shifts caused by the mismatch of the azimuth 
Doppler FM-rate used by the processer (assuming a constant scene height) and the true FM-rate 
caused by topography; up to 1 meter in azimuth 

6.4.2 Bistatic Azimuth Effects Mitigation 

The movement of the Sentinel-1 satellites between pulse transmission and echo reception approximately 
amounts to 30-40 m. This quasi-bistatic situation is commonly neglected in digital SAR processing when 
focussing the raw image data with spectral methods applying the stop-and-go approximation: it is 
assumed that the satellite stops between transmission and reception of a single pulse and only moves 
after each cycle. The stop-and-go approximation is beneficial for efficient SAR processing, but the 
implications have to be carefully considered in order to generate SAR images of rigorous zero-Doppler 
geometry, i.e. with orthogonal 𝑡 and 𝜏 (azimuth and range) annotation. The Sentinel-1 IPF applies a simple 
shift (referred to as ''bulk correction'') to modify the azimuth timing annotation because of the assumed 
stop-and-go situation. This leads to sub-pixel distortions and range dependent shifts of 2-4 m in the 
azimuth data of Sentinel-1 IW products. The algorithm for post-processing correction therefore 
determines the inverse of the original IPF bulk shift and computes the rigorous correction for the location 
of the grid point 𝑡𝑔, 𝜏𝑔. 
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6.4.3 Doppler-induced Range Shift Mitigation 

The transmitted radar pulses experience frequency shifts from the Doppler effect caused by the 
movement of the satellite. These shifts are usually ignored by SAR image processing, because the effect 
cancels almost completely for SAR modes with azimuth spectra close to zero-Doppler, e.g., stripmap SAR 
with zero-Doppler steering. For the TOPS mode used by Sentinel-1, however, which generates data with 
large Doppler centroid variations across the bursts, the impact of the Doppler shift becomes significant, 
especially towards the edge of the bursts where the Doppler effect is largest. During spectral range 
compression the Doppler frequency leads to a proportional spatial shift of the compressed pulses. This 
cannot be handled by the matched filter, because at this stage the pulse echo data contain all the 
superimposed Doppler shifts of the entire swath. Consequently, the shifts have to be removed at a later 
stage in the SAR processor, but the Sentinel-1 IPF processor does not consider this effect for the IW and 
EW data.  

The correction algorithm reconstructs the Doppler centroid frequency fDC,g for the grid point location 

tg, τg which has to consider the beam steering of the TOPS mode. This Doppler centroid frequency is then 

scaled by the FM-rate of the range chirp to obtain the correction. 

6.4.4 FM-rate Mismatch Azimuth Shift Mitigation 

Spectral focussing of the azimuth signal requires the reconstruction of the azimuth FM-rate which is 
driven by the sensor-to-ground geometry. The change with distance (range) is modelled with sufficient 
detail when defining the matched filter. However, the effective velocity parameter underlying the azimuth 
FM-rate computation is kept constant during the processing of large azimuth blocks. These blocks 
comprise up to several seconds in azimuth dimension, e.g., the 3 seconds burst size of Sentinel-1 TOPS. 
For the stripmap SAR with zero-Doppler steering, the effect of the mismatch (quadratic phase error) is 
mainly a blurring of the image (defocussing), whereas for TOPS products the outcome is also a shift in 
azimuth. Shifts of up to 1m can be found at the edge of the burst if the height assumed during calculation 
differs on the order of 1000 m. 

The correction algorithm for the azimuth FM-rate mismatch uses the Doppler centroid frequency fDC,i 
and reconstructs the azimuth FM-rate 𝑘𝑎 applied by the IPF. The correction is calculated by considering 
the difference to the true azimuth FM-rate 𝑘𝑎,𝑔𝑒𝑜𝑚 derived from the orbit to grid point geometry. 

6.4.5 Inputs/Outputs 

The symbols for input, algorithm and output of the S-1 system corrections computation are summarized 
in Table 5. If applicable, source and referenced symbol refer to an external definition of the applied 
parameter. For internal parameters provided by the algorithms described in this document, source refers 
to the corresponding table. 

 
Table 8: List of symbols used by solid Earth tidal displacement computation 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

𝜏𝑔 Range time of correction grid at instant of 
zero Doppler 

Table 1  

𝑡𝑔 Zero Doppler azimuth time of correction grid 
location 

Table 1  

𝑋𝑔 = [𝑥𝑔 𝑦𝑔 𝑧𝑔]𝑇 Correction grid 3D position Table 3  

𝑋𝑠(𝑡𝑔) = [𝑥𝑠 𝑦𝑠 𝑧𝑠]𝑇 Satellite position vector at azimuth time of 
correction grid 

Table 2  
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𝑋̇𝑠(𝑡𝑔) = [𝑥̇𝑠 𝑦̇𝑠 𝑧̇𝑠]𝑇 Satellite velocity vector at azimuth time of 

correction grid 
Table 2  

𝑋̈𝑠(𝑡𝑔) = [𝑥̈𝑔 𝑦̈𝑔 𝑧̈𝑔]𝑇 Satellite acceleration vector at azimuth time 
of correction grid 

Table 2  

𝑐 Speed of light in vacuum, [m s-1]   

𝑓𝑆1 Sentinel-1 radar frequency, [Hz] L1 product 
annotation, 
[I1] 

/product/generalAnnotation/ 
productInformation/ 
radarFrequency 

τ0,𝑚𝑖𝑑 First range time of swath (SM) or mid swath 
(IW2, EW3), [s] 

L1 product 
annotation [I1] 

/product/imageAnnotation/ima
geinformation/slantRangeTime 

𝑛𝑟𝑔,𝑚𝑖𝑑 Number of range samples of swath (SM) or 
mid swath (IW2, EW3) 

L1 product 
annotation [I1] 

/product/swathTiming/ 
samplesPerBurst 

𝑟𝑠𝑓𝑚𝑖𝑑 Range sampling frequency of swath (SM) or 
mid swath (IW2, EW3) 

L1 product 
annotation [I1] 

/product/generalAnnotation/pr
oductInformation/rangeSampli
ngRate 

τ0,𝑏 First range time applicable to currently 
processed burst 

L1 product 
annotation [I1] 

/product/imageAnnotation/ima
geinformation/slantRangeTime 

𝑛𝑟𝑔,𝑏 Number of range samples applicable to 
currently processed burst 

L1 product 
annotation [I1] 

/product/swathTiming/ 
samplesPerBurst 

𝑟𝑠𝑓𝑏 Range sampling frequency applicable to 
currently processed burst 

L1 product 
annotation [I1] 

/product/generalAnnotation/pr
oductInformation/rangeSampli
ngRate 

t0,𝑏 First azimuth time applicable to currently 
processed burst 

L1 product 
annotation [I1] 

/product/swathTiming/ 
burstList/ burst/ azimuthTime 

𝑛𝑎𝑧,𝑏 Number of azimuth samples applicable to 
currently processed burst 

L1 product 
annotation [I1] 

/product/swathTiming/ 
linesPerBurst 

𝑝𝑟𝑓𝑏 Pulse repetition frequency applicable to 
currently processed burst; inverse of 
annotated azimuth time interval 

L1 product 
annotation [I1] 

/product/imageAnnotation/ima
geinformation/azimuthTimeInte
rval 

𝑟𝑎𝑛𝑘 number of travelling pulses applicable to 
currently processed burst 

L1 product 
annotation [I1] 

/product/generalAnnotation/ 
downlinkInformationList/ 
downlinkInformation/ 
downlinkValues/rank 

𝑃𝑅𝐼 Pulse repetition interval applicable to 
currently processed burst  

L1 product 
annotation [I1] 

/product/generalAnnotation/ 
downlinkInformationList/ 
downlinkInformation/ 
downlinkValues/pri 

𝐾𝑟 Chirp FM-rate [Hz/s] L1 product 
annotation [I1] 

/product/generalAnnotation/ 
downlinkInformationList/ 
downlinkInformation/ 
downlinkValues/txPulseRampRa
te 

𝑘𝜓 antenna steering rate applicable to currently 
processed burst, [degrees/s]  

L1 product 
annotation, 
[I1] 

/product/generalAnnotation/pr
oductInformation/azimuthSteer
ingRate 

𝑎0,1,2 Annotated coefficients of the Doppler 
centroid polynomials 

L1 product 
annotation [I1] 

/product/dopplerCentroid/dcEst
imateList/dcEstimate/dataDcPol
ynomial 

𝜏0,f𝐷𝐶
 Reference range time of annotated Doppler 

centroid polynomials 
L1 product 
annotation [I1] 

/product/dopplerCentroid/dcEst
imateList/dcEstimate/t0 

𝑏0,1,2 Annotated coefficients of the azimuth FM-
rate polynomials 

L1 product 
annotation [I1] 

/product/generalAnnotation/azi
muthFmRateList/ 
azimuthFmRate/ 
azimuthFmRatePolynomial 

𝜏0,k𝑎
 Reference range time of annotated azimuth 

FM-rate polynomials 
L1 product 
annotation [I1] 

/product/generalAnnotation/azimut
hFmRateList/ azimuthFmRate/t0 

Algorithm 
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𝜏𝑚𝑖𝑑 Mid swath fast time, i.e. mid of SM swath, 

mid of IW2, mid of EW3 
  

𝜏𝑏 Central location range  time of currently 
processed burst 

  

𝑡𝑏 Central location azimuth  time of currently 
processed burst 

  

𝑘𝑠,𝑔 Doppler rate introduced by the antenna 
steering at grid location 

  

𝑘𝑎,𝑔 Annotated azimuth FM-rate rate at grid 
location 

  

𝑘𝑡,𝑔 Doppler rate of focused SLC data at grid 
location 

  

𝑘𝑎,𝑏 Annotated azimuth FM-rate at mid location 
of currently processed burst 

  

𝑘𝑎,𝑡𝑟𝑢𝑒 Azimuth FM-rate at grid location computed 
from sensor to ground geometry 

  

𝑓𝐷𝐶𝑔,𝑔 Annotated Doppler centroid frequency at 
grid location  

  

𝑓𝐷𝐶𝑔,𝑏 Annotated Doppler centroid frequency at 
mid location of currently processed burst 

  

𝑓𝐷𝐶,𝑔 Doppler centroid frequency of focused SLR 
data at grid location 

  

Output 

∆𝑡𝐵𝐴 Correction for bistatic azimuth effects [s]   

∆𝜏𝐷𝑅𝑆 Correction for Doppler-induced range shifts 
[s] 

  

∆𝑡𝐹𝑀𝑀 Correction for azimuth FM-rate mismatch [s]   

 

6.4.6 Implementation 

The three system correction computations are implemented such that they can be calculated 
independently. Note that default processor configuration foresees a computation of all corrections for 
TOPS input products (IW, EW), whereas SM only requires the bistatic azimuth correction. 

Calculations are performed per unit of burst as defined in section 5.1. Be aware that SM data is treated 
as single burst. For each position of the correction grid 𝑋𝑔 belonging to a specific burst the system 

correction computation algorithm performs the following operations: 

 
Bistatic Azimuth Effects Correction 
 

1. Computation of mid swath fast time 

Reconstruction of the mid swath time defining the IPF bulk correction from the product 
annotation 

 

𝜏𝑚𝑖𝑑 = τ0,𝑚𝑖𝑑 +
𝑛𝑟𝑔,𝑚𝑖𝑑−1

2∙𝑟𝑠𝑓𝑚𝑖𝑑
  Eq. 57 

 

2. Evaluation of the bistatic azimuth correction for grid location 𝜏𝑔 

Rank (number of travelling pulses) and pulse repetition interval as given in the annotation 
applicable to currently processed burst. 
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∆𝑡𝐵𝐴 =
𝜏𝑚𝑖𝑑

2
+

𝜏𝑔

2
− 𝑟𝑎𝑛𝑘 ∙ 𝑃𝑅𝐼  Eq. 58 

 

Doppler-induced Range Shift Correction 
 

3. Reconstruction of Doppler  rate introduced by the antenna steering 

Values as applicable to currently processed burst  

 

𝑘𝑠,𝑔 =
2|𝑋̇𝑠(𝑡𝑔)|

𝑐
∙ 𝑓𝑆1 ∙ 𝑘𝜓 ∙

𝜋

180
  

Eq. 59 

 

4. Reconstruction of  annotated azimuth FM-rate of focused data 

The annotated azimuth FM-rate of the product matching the grid location is computed from 
the polynomial data annotated to the S-1 product. The polynomial data 𝑏0,1,2 before grid time 

(𝑡−1 < 𝑡𝑔) and 𝑏0,1,2 after grid time (𝑡𝑔 < 𝑡+1) is used to calculate the azimuth FM-rate at grid 

location. 

 

𝑘𝑎(𝜏𝑔, 𝑡−1) = 𝑏0 + 𝑏1(𝜏𝑔 − 𝜏0,k𝑎
) + 𝑏2(𝜏𝑔 − 𝜏0,k𝑎

)2  

𝑘𝑎(𝜏𝑔, 𝑡+1) = 𝑏0 + 𝑏1(𝜏𝑔 − 𝜏0,k𝑎
) + 𝑏2(𝜏𝑔 − 𝜏0,k𝑎

)2  

𝑘𝑎,𝑔 =
𝑡+1−𝑡𝑔

𝑡+1−𝑡−1
∙ 𝑘𝑎(𝜏𝑔, 𝑡−1) +

𝑡𝑔−𝑡−1

𝑡+1−𝑡−1
∙ 𝑘𝑎(𝜏𝑔, 𝑡+1)  

Eq. 60 

The Doppler rate of focused data matching the grid location reads: 

 

𝑘𝑡,𝑔 =
𝑘𝑎,𝑔∙𝑘𝑠,𝑔

𝑘𝑎,𝑔−𝑘𝑠.𝑔
  Eq. 61 

 

The annotated azimuth FM-rate of the product is also computed for central location of the 
currently processed burst, denoted as 𝜏𝑏𝑡𝑏, which is required in the subsequent step to obtain 
annotated Doppler centroid frequency: 

 

𝜏𝑏 = τ0,𝑏 +
𝑛𝑟𝑔,𝑏−1

2∙𝑟𝑠𝑓𝑏
  

𝑡𝑏 = t0,𝑏 +
𝑛𝑎𝑧,𝑏−1

2∙𝑝𝑟𝑓𝑏
  

Eq. 62 

 

𝑘𝑎(𝜏𝑏, 𝑡−1) = 𝑏0 + 𝑏1(𝜏𝑏 − 𝜏0,k𝑎
) + 𝑏2(𝜏𝑏 − 𝜏0,k𝑎

)2  

𝑘𝑎(𝜏𝑏, 𝑡+1) = 𝑏0 + 𝑏1(𝜏𝑏 − 𝜏0,k𝑎
) + 𝑏2(𝜏𝑏 − 𝜏0,k𝑎

)2  

𝑘𝑎,𝑏 =
𝑡+1−𝑡𝑏

𝑡+1−𝑡−1
∙ 𝑘𝑎(𝜏𝑏, 𝑡−1) +

𝑡𝑏−𝑡−1

𝑡+1−𝑡−1
∙ 𝑘𝑎(𝜏𝑏 , 𝑡+1)  

Eq. 63 

 

5. Reconstruction of Doppler centroid frequency of focused data 

The Doppler centroid frequency of the product matching the grid location is computed from the 
polynomial data annotated to the S-1 product. The polynomial data 𝑎0,1,2 before grid time 

(𝑡−1 < 𝑡𝑔) and 𝑎0,1,2 after grid time (𝑡𝑔 < 𝑡+1) is used to calculate the annotated Doppler 
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centroid for grid location, and the same applies to the central location of the currently 
processed burst.  

 

𝑓𝐷𝐶𝑔(𝜏𝑔, 𝑡−1) = 𝑎0 + 𝑎1(𝜏𝑔 − 𝜏0,f𝐷𝐶
) + 𝑎2(𝜏𝑔 − 𝜏0,f𝐷𝐶

)2  

𝑓𝐷𝐶𝑔(𝜏𝑔, 𝑡+1) = 𝑎0 + 𝑎1(𝜏𝑔 − 𝜏0,f𝐷𝐶
) + 𝑎2(𝜏𝑔 − 𝜏0,f𝐷𝐶

)2  

𝑓𝐷𝐶𝑔,𝑔 =
𝑡+1−𝑡𝑔

𝑡+1−𝑡−1
∙ 𝑓𝐷𝐶𝑔(𝜏𝑔, 𝑡−1) +

𝑡𝑔−𝑡−1

𝑡+1−𝑡−1
∙ 𝑓𝐷𝐶𝑔(𝜏𝑔, 𝑡+1)  

Eq. 64 

 

𝑓𝐷𝐶𝑔(𝜏𝑏 , 𝑡−1) = 𝑎0 + 𝑎1(𝜏𝑏 − 𝜏0,f𝐷𝐶
) + 𝑎2(𝜏𝑏 − 𝜏0,f𝐷𝐶

)2  

𝑓𝐷𝐶𝑔(𝜏𝑏 , 𝑡+1) = 𝑎0 + 𝑎1(𝜏𝑏 − 𝜏0,f𝐷𝐶
) + 𝑎2(𝜏𝑏 − 𝜏0,f𝐷𝐶

)2  

𝑓𝐷𝐶𝑔,𝑏 =
𝑡+1−𝑡𝑏

𝑡+1−𝑡−1
∙ 𝑓𝐷𝐶𝑔(𝜏𝑏, 𝑡−1) +

𝑡𝑏−𝑡−1

𝑡+1−𝑡−1
∙ 𝑓𝐷𝐶𝑔(𝜏𝑏 , 𝑡+1)  

Eq. 65 

 

The Doppler centroid frequency of focused data matching the grid location reads: 

 

𝑓𝐷𝐶,𝑔 = 𝑓𝐷𝐶𝑔,𝑔 + 𝑘𝑡,𝑔 ∙ [(𝑡𝑔 − 𝑡𝑏) + (
𝑓𝐷𝐶𝑔,𝑏

𝑘𝑎,𝑏
−

𝑓𝐷𝐶𝑔,𝑔

𝑘𝑎,𝑔
)]  Eq. 66 

 

6. Evaluation of the DRS correction for grid location 

 

∆𝜏𝐷𝑅𝑆 =
𝑓𝐷𝐶,𝑔

𝐾𝑟
   Eq. 67 

 

FM-rate Mismatch Azimuth Shift 

 

7. Reconstruction of annotated azimuth FM-rate of focused data if required 

If not already performed for the Doppler-induced Range Shift Correction, execute steps 3 to 5. 

 

8. Compute actual azimuth FM-rate from geometric considerations  

Usage of applicable satellite state vector and grid position: 

 

𝑘𝑎,𝑡𝑟𝑢𝑒 = −
2𝑓𝑆1

𝑐∙|𝑋𝑠−𝑋𝑔|
[(𝑋𝑠 − 𝑋𝑔) ∙ 𝑋̈𝑠 + 𝑋̇𝑠 ∙ 𝑋̇𝑠]   Eq. 68 

 

9. Evaluation of the FMM correction for grid location 

Account for the difference of annotated azimuth FM-rate and azimuth FM-rate inferred from 
the grid position. 

 

∆𝑡𝐹𝑀𝑀 = 𝑓𝐷𝐶,𝑔 ∙ (
1

−𝑘𝑎,𝑔
−

1

−𝑘𝑎,𝑡𝑟𝑢𝑒
)   Eq. 69 
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7 Supporting Algorithms 

7.1 Computation of Burst ID 

7.1.1 Overview 

In TOPS modes (IW, EW), Sentinel-1 satellites execute a fixed burst pattern that is tied to the 12-day 
repeat cycle of the sun-synchronous orbit. Therefore, bursts of each sub-swath in IW mode (IW1 to IW3) 
and EW mode (EW1 to EW5) can be sequentially labeled within one orbit cycle to uniquely identify a 
particular burst. Each assigned burst ID will remain the same from cycle to cycle, because the bursts of 
consecutive Sentinel-1 passes are synchronized.  

The IDs of burst of IW mode may be specified as follows [I1]: 

 

• IW1: ID N, ID N+1, … ID N+n 
• IW2: ID N, ID N+1, … ID N+n 
• IW3: ID N, ID N+1, … ID N+n 

 

As illustrated by the scheme, the burst IDs are unique within a sub-swath but bursts from adjacent sub-
swaths have identical ID numbers. This sequential burst numbering has become a part of Sentinel-1 level 
1 IW and EW products [I1]. To support the corresponding burst ID information in ETAD products and to 
allow for an ID provision even in case of archived L1 data, the SETAP processor has to perform its own 
burst ID computation, using a modified version of the algorithm applied in the SAR IPF [I22].  

Two types of bursts IDs are calculated: The relative ID identifies a burst in a sub-swath within a given orbit 
cycle and is repeated in each cycle. The absolute ID identifies a burst in a sub-swath and is unique with 
respect to start of the mission. Both indices can be derived from the relative and absolute orbit numbers 
given in the L1 product annotation. Time of reference for burst ID calculation is the equator crossing time 
of the current orbit, also referred to as ANX time, which is annotated to the L1 products as well.  

For data-takes crossing the equator, the ANX time is not updated whereas the respective orbit count 
numbers are adjusted accordingly. The nominal calculation scheme would therefore lead to erroneous 
burst ID results due to the mismatch between ANX time and orbit count. To cope with this situation, the 
algorithm involves a check for all burst start times of a given L1 input product against the annotated ANX 
time, if the elapsed time exceeds the nominal orbit revolution time. If this is true the orbit counts are 
reduced by 1 to restore consistency with ANX time.  

Note that this situation is specific to burst ID calculations involving only the sliced L1 data, as it is the case 
with SETAP, whereas the SAR IPF calculates the burst ID with L0 data information which is in line with 
the nominal calculation scheme. 

7.1.2 Inputs/Outputs 

The symbols for input, algorithm and output of the S-1 burst ID calculation are summarized in Table 9. If 
applicable, source and referenced symbol refer to an external definition of the applied parameter. For 
internal parameters provided by the algorithms described in this document, source refers to the 
corresponding table. 
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Table 9: List of symbols used by burst ID computation 

Symbol Description Source Referenced  
Symbol / Parameter 

Input 

t0,𝑏 First azimuth time of currently processed 
burst 

Table 1  

T𝑜𝑟𝑏 Nominal Sentinel-1 orbit duration [s] 

12 * 24 * 3600 / 175 
[I22] Nominal orbit duration, Table 

9-7 

T𝑝𝑟𝑒 Preamble length [s] 
For IW: 2.299849 
For EW: 2.299970 

[I22] Preamble length, Table 9-7 

T𝑏𝑒𝑎𝑚 Beam cycle time [s] 
For IW: 2.758273 

For EW: 3.038376 

[I22] Beam cycle time, Table 9-7 

t𝐴𝑁𝑋 Equator crossing time of current orbit 
[dateTime] 

L1 product 
manifest [I1] 

s1:ascendingNodeTime 

orb𝑟𝑒𝑙 Relative orbit number referring to first line of 
image data 

L1 product 
manifest [I1] 

safe:relativeOrbitNumber 
type="start" 

orb𝑎𝑏𝑠 Absolute orbit number referring to first line 
of image data 

L1 product 
manifest [I1] 

safe:orbitNumber type="start" 

Algorithm 

∆𝑡𝑏,𝐴𝑁𝑋,𝑗 Difference of burst start time to equator 
crossing time for burst j [s] 

  

∆𝑡𝑏,𝑐𝑦𝑐𝑙𝑒,𝑗 Difference of burst start time to beginning of 
orbit cycle for burst j [s] 

  

∆𝑡𝑏,𝑚𝑖𝑠𝑠𝑖𝑜𝑛,𝑗 Difference of burst start time to start of 
mission for burst j [s] 

  

Output 

burstID𝑟𝑒𝑙,𝑗 Relative burst ID of burst j   

burstID𝑎𝑏𝑠,𝑗 Absolute burst ID of burst j   

 

7.1.3 Implementation 

For each burst of the provided L1 input data the following steps are performed to compute the absolute 
and relative burst ID: 
 

1. Computation of burst start time with respect to equator crossing time 

Elapsed time in seconds for each burst start time of a given input product 

∆𝑡𝑏,𝐴𝑁𝑋,𝑗 = t0,𝑏 − 𝑡𝐴𝑁𝑋  

 
Eq. 70 

2. Computation of burst start time in current orbit cycle and mission cycle 

Depending on the elapsed time since equator crossing, the given orbit count numbers (a) or 
modified orbit count numbers (b) have to be used. 

 

a) If any ∆𝑡𝑏,𝐴𝑁𝑋,𝑗 is less than nominal orbit duration T𝑜𝑟𝑏 : 

 

∆𝑡𝑏,𝑐𝑦𝑐𝑙𝑒,𝑗 = ∆𝑡𝑏,𝐴𝑁𝑋,𝑗 + (orb𝑟𝑒𝑙 − 1) ∙ T𝑜𝑟𝑏     Eq. 71 

∆𝑡𝑏,𝑚𝑖𝑠𝑠𝑖𝑜𝑛,𝑗 = ∆𝑡𝑏,𝐴𝑁𝑋,𝑗 + (orb𝑎𝑏𝑠𝑙 − 1) ∙ T𝑜𝑟𝑏  Eq. 72 
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b) If all ∆𝑡𝑏,𝐴𝑁𝑋,𝑗 are larger than nominal orbit duration T𝑜𝑟𝑏 : 

 

∆𝑡𝑏,𝑐𝑦𝑐𝑙𝑒,𝑗 = ∆𝑡𝑏,𝐴𝑁𝑋,𝑗 + (orb𝑟𝑒𝑙 − 2) ∙ T𝑜𝑟𝑏     Eq. 73 

∆𝑡𝑏,𝑚𝑖𝑠𝑠𝑖𝑜𝑛,𝑗 = ∆𝑡𝑏,𝐴𝑁𝑋,𝑗 + (orb𝑎𝑏𝑠𝑙 − 2) ∙ T𝑜𝑟𝑏  Eq. 74 

 

3. Computation of relative burst ID and absolute burst ID 

 

burstID𝑟𝑒𝑙,𝑗 = 1 + 𝑓𝑙𝑜𝑜𝑟 (
∆𝑡𝑏,𝑐𝑦𝑐𝑙𝑒,𝑗+0.5∙𝑇𝑏𝑒𝑎𝑚−𝑇𝑝𝑟𝑒

𝑇𝑏𝑒𝑎𝑚
)     Eq. 75 

burstID𝑎𝑏𝑠,𝑗 = 1 + 𝑓𝑙𝑜𝑜𝑟 (
∆𝑡𝑏,𝑚𝑖𝑠𝑠𝑖𝑜𝑛,𝑗+0.5∙𝑇𝑏𝑒𝑎𝑚−𝑇𝑝𝑟𝑒

𝑇𝑏𝑒𝑎𝑚
)     Eq. 76 
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